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1

Preface

We are living in an age characterized by the extraordinary proliferation of digital data.

This global phenomenon is due to the massive diffusion of devices, also wearable, pro-

ducing data in the form of text, audio, images, videos, or metadata coming from their compo-

sition. As more and more data are generated, the human ability to understand and process

information is clearly inadequate due to their volume and complexity. The abundance of

data brings the need of providing mathematical programming-optimization type, according

to the celebrated Leonhard Euler’s statement:

"Nothing happens in the universe that cannot be traced back to a problem of maximum or mini-

mum."

Recently, there has been considerable research efforts in various disciplines, ranging from

psychology to artificial intelligence, aiming at developing general models for knowledge

representation. Software engineering and optimization of mathematical models gave rise to

new artificial intelligence approaches that are applied in many fields; this effort produced

machine learning paradigms enabling the realization of interesting techniques for data anal-

ysis.

In particular, in health care research areas the spread of digital imaging techniques and

technologies leads us into a world in which the observation of phenomena and the related

knowledge extraction are paradigms that must be constantly updated.

One of the most interesting issues in the medical field concerns the classification of

biomedical data and images, with the aim of supporting diagnostic processes. There are

many areas of scientific research, such as statistics and databases theory, machine learning,

pattern recognition, artificial intelligence and computer vision which deal with classification

problems, proposing for them various solving methodologies.

Healthcare is one of the most important contexts that is taking advantage from machine

learning approaches. Human longevity is intimately connected to the development of new

effective diagnosis techniques and treatment for specific diseases. The possibility of exploit-

ing machine learning approaches together with the availability of digital data opens up the

opportunity to support both diagnostics and follow-up of aggressive diseases.

Various kind of classifiers, such as support vector machines, decision trees and neural

networks, have been used in the development of decisions support systems providing a

second opinion for the diagnosis of certain pathologies. These solutions turn out to be even

more important for those diseases for which a rapid intervention at the onset of the disease

proves to be decisive.

The objective of the thesis is to apply a peculiar classification technique known as Multi-

ple Instance Learning (MIL) for the automatic classification of medical images. In particular,

we focus on the domain of skin cancers, an area where to the best of our knowledge, no MIL



2

approaches have been used for the classification of melanomas against dysplastic nevi and

common ones. In particular we introduce a variant of the MIL approach where classification

is based on the use of spherical separation surfaces.

Referring to the statistics of the World Health Organization [1], it emerges that melanoma

is a skin lesion in the process of spreading and registering more than 60.000 deaths a year

with over 280.000 new cases diagnosed per year. Considering the open debate on Atypical

Mole Syndrome (AMS), according to which the simultaneous presence of a high number of

common nevi with a certain number of dysplastic nevi implies a greater risk of the onset

of cutaneous melanoma, new classification challenges become important. This is not only

for the classification of melanomas against dysplastic nevi, a task to which, up to now, lit-

tle interest has been reserved in the literature [2], but also for the new task related to the

classification of dysplastic nevi against common ones for a correct evaluation of AMS.

These last two challenges are very difficult due to the similarity of the lesions that we

intend to discriminate. The possibility of being able to favor both the diagnosis of specialists

and the self-diagnosis of the person passes through the definition of efficient classification

algorithms. In total agreement with Descartes, mathematics has become a tool to support

the diagnosis of melanoma.

"I am convinced that mathematics is the most important instrument of knowledge among those

left to us by human action, being the source of all things."
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Thesis outline

In the thesis work we focused on the study of Multiple Instance Learning (MIL) techniques

applied to the binary classification of medical images. Unlike the standard classification,

which consists in discriminating some points by assigning each of them to a class, a MIL

problem consists in classifying different sets of points: these sets are called bags and the

points inside them are named instances. In particular, differently from the classical super-

vised classification, in the learning phase of a MIL problem only the labels of the bags are

known, whereas the labels of the instances inside them remain unknown. Problems of this

type fit very well for image classification, where the images are represented by the bags and

the sub-regions inside them correspond to the instances. In the medical field, for example,

the image of a CT scan identifies a pathology on the basis not of the entire image, but on

the basis of some portions of it. In the binary case, where the aim is to discriminate between

positive and negative bags, the Multiple Instance Learning problems are based on the fol-

lowing standard assumption (used when also the instances can belong to only two different

classes): a bag is positive if at least one of its instances is positive and, vice-versa, it is nega-

tive if all its instances are negative. In particular, for this kind of problems, we focused our

attention on the instance-space methodologies, where the classification process takes place

by classifying the individual instances, from which it is possible to successively compute the

class label of the corresponding bags. This thesis is organized in two parts.

Part I, The Basics, provides an introduction to machine learning methods for image clas-

sification and Multiple Instance Learning, an emerging approach that fits very well with the

task of image and video classification.

Part II, The Advances, presents the MIL-RL algorithm and our proposal of a MIL algorithm

(DC-SMIL) that uses spherical surface for image classification tasks. In particular, MIL-RL

and DC-SMIL are applied to automated melanoma classification.

The two parts are organized in the following chapters.

In the first chapter we review machine learning techniques for image classification; after

we have described different machine learning approaches, i.e. supervised, unsupervised,

reinforcement and semi-supervised learning, we have revised the most common types of

classifier useful for image analysis.

In the second chapter we deepen the treatment of Multiple Instance Learning, by describ-

ing the characteristics of related problems, the taxonomy, the models and the algorithms. In

particular, we focus on instance-space models, reporting the formulations of the mi-SVM,

MI-SVM models and of the Mangasarian and Wild model. Finally, a road map of the works

that use the MIL approach is reported by highlighting those that are useful for image classi-

fication.

In the third chapter we focus on the classification approaches that use spherical separa-

tion surfaces. This is motivated by the need for new tools that can perform well when the

classes of data to be separated show strong similarities. After introducing some reference
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models, we report our original contribution, presenting DC-SMIL, a spherical classification

algorithm for MIL which has proved to be effective for image classification tasks. A numer-

ical result section reports the classification performances on reference data sets used in the

literature.

In the fourth chapter we introduce automatic melanoma classification. After recalling

statistics of this particular form of skin cancer, we introduce Computer Aided Diagnosis

(CAD) Systems, that are interesting tools for automatic diagnosis of skin lesions. CAD sys-

tems foresees fundamental steps such as image acquisition, image pre-processing, segmen-

tation, features extraction and selection and finally classification.

For each of these phases we recall the main fundamental aspects, under the perspective of

defining the desirable characteristics that can be useful for the implementation of a specific

application. In particular, at the end of the chapter, we focus on automatic diagnosis of

melanoma.

In the last chapter we report the numerical results of the application of two selected MIL

models in classification of skin lesion images. We focus on MIL-RL, the model we have

chosen to demonstrate that MIL approaches perform well for the particular chosen tasks;

comparisons with other Machine Learning techniques are appropriately reported. We pay

attention to some emerging aspects, starting from the current debate concerning the role of

dysplastic moles as a factor that increases the risk of incoming melanoma. This aspect raises

new challenges related to the classification of melanomas against dysplastic nevi and of the

classification of dysplastics nevi against common ones. While the first challenge has been

little addressed, the second, to the best of our knowledge, has not been taken into consider-

ation [2]. The reported results for the latter classification task highlight how, although MIL-

RL performs better than the other considered methods, it provides inadequate performance.

Classification performance on literature data sets shows that DC-SMIL, even without an ex-

haustive parameter setting, provides interesting results for image classification. The results

on skin lesion classification tasks, are reported in a dedicated section.

In general, the numerical section is obtained by considering two different types of data

sets:

• a dermatoscopic data set named PH2 containing 200 melanocytic lesions images [3]

• a data set of photographs (jpeg) publicly available from online databases [4].

The application on the second data set is justified by the fact that self-diagnosis systems

are being studied and this raises the challenges related to algorithms that have to work well

on non-dermatoscopic images. The relative experimental section shows how the proposed

approaches are better in general than those found in the literature, but also that the phase

of pre-processing of images as well as a suitable choice of features are necessary when the

images considered are not dermatoscopic and generally low quality.

Finally, a section with a reference to possible future developments of the research themes

and a brief discussion is presented.
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PART I

THE BASICS
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Chapter 1

Image Classification Techniques

“All models are wrong but some are useful"

—George Box, Journal of American Statistical

Association (1976)

Discussions on computers, machine learning and artificial intelligence seem, nowadays,

entirely smooth. However the road that has taken us here has been very complex and diffi-

cult due to the skepticism surrounding such field of research.

The first experiments on machine learning date back to the early fifties of the past century,

when some mathematicians started thinking of adopting probabilistic theory to teach a ma-

chine how to predict a certain event. The first name linked to machine learning is certainly

that of Alan Turing, who devised the possibility of producing machines capable of learning.

In the same years, the studies on artificial intelligence, expert systems and neural networks

experienced periods of impressive growth as well as periods of abandonment, because of

the difficulties inherent in the realization of intelligent systems, together with the absence of

economic subsidies in a field really surrounded by a skeptical atmosphere. Starting in the

1980s, a number of experiments led to the revival of this field of research.

The renaissance was made possible by new investments in the sector. In the late nineties

machine learning found a second life due to a series of innovative techniques that allowed

machine learning to become a branch of research in high demand.

1.1 Machine Learning

The term "Machine Learning (ML)" refers to techniques and approaches used for automatic

detection of relevant patterns from data collections. The growing availability of digital data

makes the ML approaches widely used for information extraction. We are surrounded by

machine learning based technology: search engines learn how to deliver results in the most

efficient way, anti-spam software learns to filter our email messages, and credit card trans-

actions are secured by software solutions that learn how to detect frauds. Smartphones are

now equipped with advanced digital cameras through which they are able to detect faces

interacting with voice commands. In sectors such as bioinformatics and medicine, ML ap-

proaches are increasingly adopted to address specific challenges. The use of computers be-

comes crucial due to the complexity of the models that must be detected: it is not always

possible for humans to provide an explicit specification of the tasks that must be performed,

thus machines have to learn by themselves.
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The growing digitalization of our world and the following proliferation of data allow

the proposal of algorithms for large-scale machine learning (Big Data), giving rise to a wide

spectrum of different learning techniques. Machine Learning aims at teaching computers

and robots to perform actions and activities in a natural way like humans: learning from

experience.

Summing up, machine learning algorithms exploit mathematical - computational meth-

ods to obtain learning information directly from data. Machine Learning algorithms may

improve their performance in an "adaptive" way, as the examples with which they work in-

crease without having been explicitly programmed. Arthur Lee Samuel, a pioneer scientist

in the field of Artificial Intelligence, in 1959 was the first to coin the term "Machine Learn-

ing", although the most accredited definition by the scientific community is that provided

by Tom Michael Mitchell, director of the Machine Learning department of Carnegie Mellon

University:

«. . . it is said that a program learns from experience E with reference to some classes of tasks T and

with measurement of performance P, if its performance in task T, as measured by P, improves with

experience E».[5].

Machine Learning allows computers to learn from experience; there exists "learning"

whenever the performance of the program improves after the performance of a task or the

completion of a possibly wrong action. Instead of writing the programming code through

which, step by step, the machine is "told" what to do, the computer is only provided with

data sets inserted in a generic algorithm that develops its own logic to perform the function,

the activity, the task required. The evolution of the concept of “intelligence” in “artificial

intelligence” follows:

Intelligence: Complex of psychic and mental faculties that allow humans to think, un-

derstand or explain facts or actions, elaborate abstract models of reality, understand and to

be understood by others, judge, and to render possible adaptation to new situations and to

change the situation itself when it presents obstacles to adaptation [6].

Artificial intelligence: Partial reproduction of the intellectual activity proper to man (with

particular regard to the processes of learning, recognition, choice) realized through the elab-

oration of ideal models, or with the development of machines that mostly use electronic

computers for this purpose [7].

1.1.1 How Machine Learning Works

In principle, machine learning works on the basis of two distinct approaches, which were

originally identified by Arthur Samuel at the end of the 1950s. These approaches make pos-

sible to differentiate machine learning in two general sub-categories depending on whether

the computer is given examples on how to perform the required task (supervised learning)

or let the software work without any "help" (unsupervised learning).

Indeed, a more rich taxonomy is available which allows us to make a further and even

more detailed classification of the Machine Learning techniques based on its modus operandi.

All these techniques are used to classify data.
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FIGURE 1.1: Fundamental approaches of Machine Learning

A- Machine Learning with supervised learning.

In this area of machine learning, both the data sets used as inputs and the information

on the desired results “feed” the system with the aim of identifying general rules that

link incoming data with outgoing data. The so identified rules can then be reused for

other similar tasks.

"In supervised learning, resolution work is left at the computer. Once you understand the

mathematical function that led to solving a specific set of problems, it will be possible to reuse

the function to respond to any other similar problem" writes Adam Geitgey in his article

"Machine Learning is Fun!" [8].

Interesting examples of Machine Learning with supervised learning come from scien-

tific research in medical field where algorithms learn to make increasingly accurate

predictions to prevent outbreaks of epidemics or to accurately and promptly diagnose

tumors or rare diseases. And again, in the context of supervised learning, there are

interesting Machine Learning applications on the level of speech recognition or identi-

fication of manual writing. Typical applications of Supervised Learning include Clas-

sification and Regression task.

B- Machine Learning with Unsupervised Learning.

In this second Machine Learning area, only data sets are supplied to the system with-

out any indication of the desired result. The purpose of this second learning method is

to "go back" to hidden patterns and models, i.e. to identify the logical structures which
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have not been previously labeled. Two of the main methods used in unsupervised

learning are "principal component" and "cluster analysis".

Principal components analysis (PCA), also known as Karhunen-Loève transform, is a

technique for simplifying the data used in the context of multivariate statistics [9]. This

method was first proposed in 1901 by Karl Pearson and later developed by Harold

Hotelling in 1933, and is part of the factorial analysis. The purpose of the technique

is to reduce the more or less large number of variables that describe a set of data to a

smaller number of latent variables, limiting the loss of information as much as possible.

Cluster analysis is used in unsupervised learning approaches to aggregate classes of

data with common features highlighting the relationships between them. Cluster anal-

ysis is a branch of machine learning that groups the data that have not been labelled,

classified or categorized. Instead of responding to feedback, cluster analysis identifies

commonalities in the data and reacts according to the presence or absence of such com-

monalities in each new piece of data. This approach is useful for anomalies detection

of data that do not belong to any group. Therefore, clusters are determined using den-

sity estimation based on similarity.

C- Machine Learning with reinforcement learning.

In this case, the system must interact with a dynamic environment and achieve a goal

also by learning from errors. The behavior of the system is determined by a learning

routine based on reward and punishment. With such a model, the computer learns,

for example, to beat an opponent in a game by concentrating its efforts on performing

a certain task, aiming to reach the maximum value of the reward; in other words, the

system learns by playing and by the mistakes made improving performance precisely

in relation to the results previously achieved.

Systems based on reinforcement learning are the foundation for the development of

self-driving cars which, through Machine Learning, learn to recognize the surrounding

environment (with data collected by sensors, GPS, etc.) and to adapt their "behavior"

to specific situations they encounter.

D- Machine Learning with semi-supervised learning.

In this area, the computer is supplied, through "hybrid" model, with a set of incomplete

training / learning data ; some of these inputs are "endowed" with examples of output

(as in supervised learning), others lack them (as in unsupervised learning). The basic

objective is always the same: to identify rules and functions for solving problems, as

well as models and data structures useful for achieving certain objectives.

E- Other practical approaches to Machine Learning: from probabilistic models to Deep Learning.

There are other ways for classifying Machine Learning approaches which suggest the

adoption of sub-categories functional to a "practical" classification of Machine Learn-

ing algorithms.

We speak for example of the so-called graph-based decision trees. In machine learning a

decision tree is a predictive model, where each internal node represents a variable, an

arc towards a child node represents a possible value for a certain property and a leaf



1.1. Machine Learning 11

node represents the predicted value for the target variable. A decision tree is a graph

representing possible decisions and their implications, used to create actions aimed at

a specific purpose.

Another concrete example comes from "clustering" or from "mathematical models" that

allow the grouping together of "similar" data. This practical approach of machine

learning can be effectively implemented through different learning models ranging

from identification of structures, to objects recognition that must be part of one group

rather than another.

Then there is the sub-category of "probabilistic models" where the system’s learning

process is based on the calculation of probabilities; the best known is the "Bayes net-

work", a probabilistic model that represents the set of random variables in a graph and

its conditional dependencies.

Finally, we mention the artificial neural networks (ANN) that use algorithms inspired

by the structure, functioning and connections of biological neural networks (i.e.those

of the human being) for learning, [10]. More advanced models, such as the so-called

multilayer neural networks, lead to Deep Learning.

FIGURE 1.2: Relations between diverse areas of Data Mining

1.1.2 From Machine Learning to Data Mining: the boundaries between

research sectors

One of the main characteristics of machine learning is its close correlation with other

branches of computer science, statistics, optimization and many other areas of modern sci-

ence. Incursions in different fields and sectors, in fact, are very common and of fundamental

importance in order to create structures that allow a machine to learn using different ap-

proaches.
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What is Data Mining?

Data Mining is the process of extracting implicit, previously unknown and potentially

useful information from data [11]. When considering large data sets, the main method used

for computationally detection of patterns is data mining. The boundaries of data mining are

not clearly delineated and intersect those of machine learning, artificial intelligence, statis-

tics and database systems. There are many directions in which Data Mining is applied: from

data pre-processing to the management of recurrent patterns. On the other hand, machine

learning is a part of computer science and it is very similar to Data Mining. Machine Learn-

ing is also used to search models and to explore the construction and study of algorithms.

Machine Learning is an artificial intelligence paradigm aiming to develop software solutions

that allow machines to adapt themselves to new situations [12]. It also has strong links with

mathematical optimization. Machine Learning sometimes conflicts with Data Mining be-

cause both are like two faces on a dice. Machine Learning has a more proactive approach

respect to Data Mining: while Data Mining is used to extract rules from available data, ML

is used to teach the computer the way to learn the rules of interest [12].

More generally, even if the use of techniques can be similar, what differentiates the

branches related to machine learning, artificial intelligence, Data Mining and other intel-

ligent systems, is the purpose for which these systems were created.

Similarly, overlapping of methodologies and results occurs in other branches of machine

learning research. Among these, for example, there is optimization, that is the improvement

of the efficiency of the system that allows to obtain results in a more rapid and less dispersed

way. Also in this case, the boundary between the two sectors are often weak, and are above

all defined in terms of the specific objectives which are pursued.

1.1.3 Future evolution of Machine Learning

While in recent years research has made great strides on forms of intelligent learning, still

much needs to be done to optimize approaches, algorithms and techniques. The possibilities

of future development of this branch are many, all linked to different fields of application.

Although home automation has already made use of some of the simplest machine learning

systems, it must be acknowledged that many other sectors can take advantage of the use of

machines capable of making intelligent choices. Probably, the only factor limiting the full use

of tools that can learn by themselves is man’s fear that machines can become so intelligent,

to take over a part of his freedom.

This is a fear that, as stated by Professor Pedro Domingos of the University of Washing-

ton, an expert in machine learning and Data Mining, is not well founded: "people are afraid

that computers will become too intelligent and dominate the world, but the real problem is that being

still too stupid they have already conquered it" [13].

1.2 Classification and Machine Learning

Before considering pattern recognition and image analysis themes, it is appropriate to recall

some basic concepts of machine learning. The definition of learning for computational mod-

els will be functional for the three fundamental approaches of machine learning: supervised,
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unsupervised and reinforcement. In the following sections the concepts of classification, re-

gression and clustering will be introduced also referring to the most used Machine Learning

algorithms.

1.2.1 Learning

Machine Learning tasks are often described in terms of how the system deals with a collec-

tion of features evaluated on the referred data. Typically, the input is represented by a vector

x ∈ R
n where each xi represents a descriptive characteristic (feature) of the input data. To

evaluate the abilities of a machine learning algorithm, a quantitative measure P must be

estimated indicating its performance. Often the measure of P is specific to a certain task T

which the system must perform. For tasks such as classification, P is evaluated by measuring

the accuracy of the model, evaluating percentage of examples for which the model provides

a correct output. Another reference parameter may be the error rate, defined instead as the

proportion of examples for which the system provides a wrong output.

It is important to check how the algorithms are able to evaluate unseen data, enhanc-

ing performance indices on testing set, and on training sets, in order to evaluate the perfor-

mance on independent assessments. In Appendix A we will recall some indexes universally

adopted to evaluate classification performances.

Machine Learning approaches are typically classified depending on the nature of the

"signal" used for learning or the "feedback" available to the learning system. As mentioned

earlier, in literature, we find three general categories of machine learning: supervised, unsu-

pervised and reinforced learning. Halfway between supervised and unsupervised learning

is the semi-supervised learning in which the teacher provides an incomplete training data set,

that is, a set of training data among which there are data without the respective desired out-

put [14]. Another categorization of machine learning approaches considers the output of the

machine learning system [15]:

• In classification, the outputs are divided into two or more classes and the learning sys-

tem must produce a model that assigns the inputs not yet seen to one or more of the

classes. This is usually dealt with in a supervised manner. Anti-spam filtering is an

example of classification, where the inputs are emails and the classes are "spam" and

"not spam".

• In regression, which is a problem usually solved using supervised approach, the out-

put and model used are continuous. An example is the prediction of the value of the

exchange rate of a currency in the future, given its values in recent times.

• In clustering an input set is divided into groups. Unlike the case of classification, groups

are not known before, typically making it an unsupervised task.

1.2.2 Supervised Learning

In supervised learning, data are provided with relative input features and output value. As

previously mentioned, in the event that the output value is discrete, such as belonging or

not belonging to a specific class, the problem is set up as a classification problem. If, on

the other hand, the output is a continuous real value in a given range then we will have a

Regression Problem. In both cases we want to find the function, called hypothesis h, which
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given an unknown input, estimates the value of the output. The goal of supervised learning

problems is to make a prediction based on known properties learned from the input data.

FIGURE 1.3: Supervised learning: main modules and data flows

The input data are called training sets and are composed of a number n of examples for

each of which some features are evaluated. The output value is called target value. To iden-

tify each example and its output, we will use the notation x(i) to indicate the i-th example

and y(i) to indicate the i-th output value. If there are multiple features we will use the nota-

tion x
(i)
j to indicate the j-th feature of the i-th example. The label y(i) can be either an element

belonging to a finite set of classes {1, 2, ..., C} or a real number, or a more complex structure,

like a vector, a matrix, a tree, or a graph.

The goal of a supervised learning algorithm is to use the data set to produce a model that

takes a feature vector x as input and outputs information that permits deduction of the label

for this feature vector. For instance, the model created using the data set of people could take

as input a feature vector describing a person and output a decision about the fact that the

person is affected or not by a given pathology. The most widely used learning algorithms

are:

• Support Vector Machines

• linear regression

• logistic regression

• naive Bayes

• linear discriminant analysis

• decision trees

• k-nearest neighbor algorithm

• Neural Networks (Multilayer perceptron)

• Similarity learning

One of the crucial aspects in the prototyping phase of a software solution to a real problem

concerns the choice of the mathematical model and the algorithms to be used.

The choice of a learning algorithm for a specific application involves the evaluation of

many factors.
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Heterogeneity of the data

A first aspect to consider is the nature of features. In the presence of discrete, rather than or-

dered, or continuous values, the use of some algorithms is more appropriate than others. For

examples Support Vector Machines, linear regression, logistic regression, neural networks,

and nearest neighbor methods, require that the input features be numerical and scaled to

similar ranges. Decision trees easily handle heterogeneous data and are preferred to nearest

neighbors’ methods and support vector machines with Gaussian kernels. Many of the meth-

ods that adopt a distance function are sensitive to data heterogeneity.

Redundancy in the data

Redundant information in input features, cause numerical instability in some learning al-

gorithms, such as linear regression, logistic regression and distance-based methods. These

problems can be overcome by adopting some form of regularization. Another way is to

adopt data pre-processing steps in order to select a number of relevant features which are

not related to each other. These steps are clearly dependent on the nature of the problem

and the type of available data.

Presence of interactions and non-linearities.

If every feature contributes to the output in an independent way, the algorithms based on

linear functions, among which we remember the linear regression, the logistic regression

and support vector machines with Gaussian kernels, normally return satisfactory perfor-

mances. Decision trees and neural networks are specifically indicated in presence of data

whose features have strong interactions. One possible way, when we are dealing with a

specific problem, is to compare the behavior of multiple learning algorithms aiming to iden-

tify which works better. Next phase involves the algorithm performance optimization: this

phase can take a long time and it is often preferable to devote time to collect new data and

to identify new useful features with respect to the setting of the chosen algorithm.

Classification and Regression

Classification is one of the main purposes of Machine Learning, and is related to the problem

of identifying the class (or label) defined a priori, of a new object on the basis of knowledge

extracted from a training set of data. In a classification problem, a label is a member of a

finite set of classes. If the size of the set of classes is two (“spam”/“not-spam”), we talk

about binary classification. In machine learning, the classification problem is solved by a

classification learning algorithm, called classifier, that takes a collection of labeled examples

as inputs and produces a model that can take an unlabeled example as input and either

directly outputs a label or outputs a number that can be used by the data analyst to deduce

the label easily.

The construction of the classifier takes place through a training phase on a training set,

allowing to learn the distribution of features as a function of a known class. Thus, a learning

algorithm L, is used to determine the model that best identifies the relationship between the

attributes of data and the various classes. After creating the model the classifier quality is

assessed in a validation phase. Usually, the validation implies the use of a new data set, called

testing set, which has been kept apart during the construction of the classifier.
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The validation phase provides a comparison between the classes of records predicted by

the model with the real ones; therefore, it is appropriate that these be known a priori. It is

possible to build countless classifiers using various techniques and with different perfor-

mances, depending on the type of problem to be solved. Through classification, the pre-

dicted output may assume only a finite number of possible values such as {Yes, No} or

{High, Medium, Low}. There are learning models whose output does not belong to a class

but has a numerical value.

In the case of Regression, the predicted output is quantitative, which means it can assume

continuous values. Therefore, the output variables can assume an unlimited number of val-

ues. A possible application regards for example, the use of a regression model to predict the

Y profit in euros that a specific X customer will bring over a given period of time.

FIGURE 1.4: Classification and Regression

In Figure 1.4, on the left is shown a line that separates the data belonging to different

classes (classification), instead on the right (linear regression) a line is shown that approx-

imates as much as possible the data points, estimating a function linking the dependent

variable and the independent variable.

Regression has the task of predicting a real-valued label (often called a target) given an

unlabeled data. The regression problem is solved by a regression learning algorithm that

takes a collection of labeled examples as inputs and produces a model that can take an unla-

beled example as input and outputs a target.

Most supervised learning algorithms are model-based. Model-based learning algorithms

use the training data to create a model. After the model is learned, the training data can be

discarded. Instance-based learning algorithms use the whole data set as the model. One

instance-based algorithm frequently used in practice is k-Nearest Neighbors (k-NN). In clas-

sification, to predict a label for an input example the k-NN algorithm looks at the close

neighborhood of the input example in the space of feature vectors and outputs the label that

it saw more often in this close neighborhood. Above, on the left is shown a line that sepa-

rates the data belonging to different classes (classification), on the right (linear regression)

a line is shown that approximates as much as possible the data points, and shows the link

between the dependent variable and the independent variable.

A shallow learning algorithm learns the parameters of the model directly from the fea-

tures of the training examples. Most supervised learning algorithms are shallow. The noto-

rious exceptions are neural network learning algorithms, specifically those that build neural

networks with more than one layer between input and output. Such neural networks are

called deep neural networks. In deep neural network learning, commonly referred to as deep
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learning, contrary to shallow learning, most model parameters aren’t learned directly from

the features of the training examples, but from the outputs of the preceding layers.

1.2.3 Unsupervised Learning

In unsupervised learning, the data set is a collection of unlabeled examples xi, i = 1...N,

referred to as a feature vector. The goal of an unsupervised learning algorithm is to create

a model that takes a feature vector x as input and either transforms it into another vector

or into a value that can be used to solve a practical problem. For example, in clustering,

the model returns the identifier of the cluster for each feature vector in the data-set. In

unsupervised learning [16] examples are provided with related input features, but no output

value is provided, so unlabeled data are available.

The goal of unsupervised learning algorithms dedicated to Clustering Problem is to find

structures within these unlabeled data, in order to identify groupings of similar elements.

Instead if the aim is to identify different sources that contributed to the creation of the data,

the problem is referred to as Blind Source Separation.

Unsupervised learning also includes dimensionality reduction, in which the output of the

model is a feature vector with fewer features than the input x. In this context, clustering

algorithms are adopted to identify groups of data that have common characteristics, while

dimensional reduction algorithms are applied to obtain more compact data representations.

Hawkins defines outliers as “Observation which deviates so much from other observations as to

arouse suspicion it was generated by a different mechanism” [17]. In outlier detection, the output

values, referring to a generic example x, measure how much x is different from an example

in the data set. There are many application contexts characterized by the availability of

data without labels for which unsupervised learning algorithms are useful to discover new

properties in the input data. Some of the most important unsupervised learning algorithms

are:

• k-means

• Principal Component Analysis (PCA).

FIGURE 1.5: Unsupervised learning: main modules and data flows

The boundary between supervised learning and unsupervised learning is not always

well defined. We will see next an approach which is somehow intermediate, known as semi-

supervised learning.
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Clustering

Clustering allows the grouping of set of objects of a data set by combining the objects that

are more similar to each other. It is an important issue of exploratory Data Mining and

a technique widely adopted for the analysis of statistical data in machine learning, image

analysis, bioinformatics, and computer graphics.

More formally, clustering means the partitioning of a heterogeneous group into homo-

geneous subgroups (see Figure 1.6) called clusters [18]. The impossibility of giving a uni-

vocal definition of "cluster" is found in the number of clustering algorithms presented by

researchers [19].

Cluster analysis can be performed by various algorithms that differ significantly in their

understanding of what constitutes a cluster and how to efficiently find it. Clustering can

refer to either clusters whose members are at small distances from one another, or to dense

areas of the data space, or at intervals characterized by particular statistical distributions. It

follows that clustering can be formulated in terms of a multi-objective optimization problem.

The specific characteristics of the data and the use of the expected results, condition the

choice of the appropriate clustering algorithm and of the settings of the distance function,

the density threshold or the number of expected clusters.

FIGURE 1.6: Clustering example

What distinguishes clustering from classification is that in this case no predefined classes

are used. Application examples include the detection of a set of symptoms that indicate a

specific pathology, grouping video and audio into homogeneous classes. There is a common

denominator: a group of data objects.

However, different cluster models are adopted and different algorithms are available for

each one. There are several ways in which algorithms determine clusters. Understanding the

various "cluster models" is useful for understanding the differences between the algorithms

themselves.

Clustering essentially identifies a set of clusters, which enclose all the objects of the data

set. Different clustering approaches can be differentiated according to the hierarchical rela-

tionships existing among the clusters of which they are composed:

• Hard clustering: it occurs when each object belongs exclusively to a single cluster.
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• Soft clustering: it occurs when an object belongs to each cluster according to a certain

probability.

In general, more detailed distinctions are possible such as:

• Strict partitioning clustering: each object belongs exactly to a cluster.

• Strict partitioning clustering with outliers: it is possible that some objects do not belong

to any cluster and are considered outliers.

• Overlapping clustering (multi-view clustering): objects can belong to more than one clus-

ter.

• Hierarchical cluster: there is a hierarchical property by which the objects belonging to a

child cluster also appear to belong to the parent cluster.

• Subspace cluster: while an overlapping clustering, within a uniquely defined sub-space,

clusters are not expected to overlap.

Based on the specific cluster formation approaches different clustering algorithms have

been published. Some of them are described in Section 1.5.4.

1.2.4 Reinforcement Learning

Reinforcement learning (RL) is a field of machine learning where the machine “lives” in an

environment and is capable of perceiving the state of that environment as a vector of fea-

tures. RL differs from supervised learning since it is no longer necessary to have only pairs

of labeled data and also because non-optimal actions do not have to be explicitly corrected.

The right strategy is to find a balance between exploration and exploitation of knowl-

edge [20]. Often, formulations inspired by Markov’s decision-making processes (MDP) are

adopted using dynamic programming techniques [21]. Reinforcement learning algorithms

do not require knowledge of an exact mathematical model of the MDP and can be effectively

used for large MDPs where exact methods become unachievable [22].

The machine can execute actions in every state. Different actions bring different rewards

and could also move the machine to another state of the environment. The goal of a rein-

forcement learning algorithm is to learn a "policy". A policy is a function f (similar to the

model in supervised learning) that takes the feature vector of a state as input and outputs an

optimal action to be executed in that state. The action is optimal if it maximizes the expected

average reward. The central part shows the key mechanism of Reinforcement Learning: trial

and error, that is the interaction between the environment and the agent, in which the latter

tries to maximize the reward by choosing the best actions.

With unsupervised learning, the algorithm discovers from which actions the major re-

wards are generated, passing through experiments and errors. In fact, the search mechanism

for the best actions is based on the trial-and-error heuristic search.

This type of learning includes:

• the agent (who learns or makes decisions),

• the environment (everything the agent interacts with)

• the actions (what the agent can do).
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FIGURE 1.7: Reinforcement learning: main modules and data flows.

The agent’s goal is to choose those actions that maximize the reward expected in a given

time frame. By choosing the right actions, the agent will reach the goal faster. Reinforcement

learning is aimed at identifying the best actions to be implemented [23]. From the compari-

son of the agent’s performance with that of an agent that acts in an optimal way, the notion

of regret arises.

The agent operates considering long-term results, although short-term ones may be neg-

ative. Reinforced learning has been successfully applied to robotics, in telecommunications

and in video games.

The possibility of using samples to optimize performance and the wise use of functions

approximation for large contexts management make the reinforcement learning powerful. It

follows that reinforcement learning is useful in large environments when:

• An environment model is known, but an analytical solution is not available;

• Only a simulation model of the environment is provided [24];

• Interaction is the only way to gather information on the environment.

Referring to these problems just introduced, the first two can be considered planning

problems, as some form of model is available, while the last problem can be considered as a

learning problem. Both planning problems can be managed as machine learning problems

through the adoption of reinforcement learning.

1.2.5 Semi-supervised Learning

The first approach that refers to semi-supervised learning is the heuristic approach to self-

labeling [25]. Although the first applications of semi-supervised learning date back to the

1960s [26], the variety of problems for which large amounts of unlabeled data are available

has brought it back into fashion. Potential applications include those of texts contained in

websites, protein sequences and image analysis [14].

Semi-supervised learning refers to those machine learning techniques that use few data

labeled with a large amount of unlabeled data. It follows that semi-supervised learning

exploits both supervised learning techniques and those of unsupervised learning ones.

An improvement in terms of learning accuracy is possible through the use of unlabelled

data with a small amount of labeled data. Given a learning problem, the acquisition of

labeled data is time consuming and the related cost can make difficult to dispose of a com-

pletely labeled training set; on the other hand unlabeled data acquisition is less expensive.
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These reasons justify the current popularity of semi-supervised learning which has a great

practical value. Semi-supervised learning is also of theoretical interest in machine learning

being able to simulate human learning.

Semi-supervised learning attempts to use the combined information of supervised and

unsupervised examples to overcome the classification performance that could be obtained

by discarding unlabeled data using supervised learning or discarding labeled data using un-

supervised learning. Semi-supervised learning can refer to both transductive learning and

inductive learning. The goal of transductive learning is to infer the correct labels for unla-

beled data, while the goal of inductive learning is to predict new unseen data [14]. In order

to use unlabeled data, we have to assume a structure for the underlying data distribution.

Typically, learning algorithms characterized by a semi-supervised approach adopt at least

one of the following hypotheses [25]:

Continuity assumption

Points close to each other are more likely to share a label. The boundaries of decisions in low

density regions are such that there are fewer points close together but in different classes.

Cluster assumption

Points in the same cluster are more likely to share a label. This assumption derives from the

continuity assumption and gives rise to features learning through the clustering algorithms.

Manifold assumption

If the data is on a manifold characterized by a smaller size than the input space, it is possible

to learn the manifold using both labeled and unlabeled data, through distance and density

metrics.

In cases characterized by few degrees of freedom, in which the data have many dimensions

and come from processes that are difficult to be directly model, the manifold assumption is

convenient. Consider the case of the human voice which is controlled by few vocal cords:

the adoption of distances and smoothness in the natural space of the generating problem is

indicated, rather than in the space of all possible acoustic waves.

FIGURE 1.8: Major Supervised and Unsupervised learning methods.
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Semi-supervised learning takes light from the combination of supervised and unsuper-

vised learning methods (see Figure 1.8). In semi-supervised learning, the algorithms learn

from data sets that include both labeled and unlabeled data. Semi-supervised learning al-

gorithms include variants of algorithms of supervised and unsupervised versions, such as

the variants proposed for SVM [27] or algorithms for which generative or graph-based ap-

proaches are proposed.

1.3 Image Processing

The image processing task, aimed at interpreting and classifying the contents of the images,

has attracted the attention of researchers since the early days of computers. With the ad-

vancement of computing system technology, image categorization has found increasingly

broader applications, covering new generation disciplines such as image and scene analysis,

image understanding, object recognition and Computer Vision, with applications quite general

both in scientific and humanistic fields. On a more general level, the problem is part of

Pattern Recognition, the discipline that deals with the automatic recognition and classifica-

tion of the entity of interest of a phenomenon under observation. Classification tasks also

include those related to the categorization of images, such as the construction of a recogni-

tion system, the representation of patterns, the selection and extraction of features and the

definition of automatic recognition methods. The automatic recognition, description and

classification of the structures contained in the images are of fundamental importance in a

vast set of scientific and engineering fields that require the acquisition, processing and trans-

mission of information in visual form. Digital imaging techniques are constantly evolving

not only in terms of technological refinement, but also from a conceptual view point. The im-

ages obtained, thanks to the intervention of electronic processing, lose much of their purely

"iconographic" character, in order to acquire an ever greater functional meaning, with an

information content to be correctly interpreted. Examples of applications in this sense are:

• Text recognition;

• Medical Imaging;

• Industrial automation;

• Robotics;

• Cartography;

• Remote sensing;

• Environmental modeling;

• Simulation and mobility control in transport;

• Biometrics;

• Conservation of cultural assets;

• Radar Images Recognition in the military sphere.
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1.4 Pattern Recognition and Image Analysis

Pattern recognition (PR) has its origins in engineering and it is popular in the context of

computer vision [28]–[31].

Through the Machine Learning approach, interest is focused on maximizing the recog-

nition rates, while in pattern recognition there is a greater interest in detecting significant

patterns. A useful definition of pattern recognition is:

«The field of pattern recognition is concerned with the automatic discovery of regularities in data

through the use of computer algorithms and with the use of these regularities to take actions such as

classifying the data into different categories» [12].

The construction of a PR system essentially requires the development of three aspects:

• data acquisition and pre-processing;

• patterns representation;

• the definition and improvement of a decision function for patterns recognition.

When the data are images, the process of developing a PR system is generally instanti-

ated with specific operations concerning the acquisition and processing of the images, the

extraction of the structures to be recognized or classified and their representation, operations

that fall within the framework of Image Processing and Analysis. In particular, this process

can be schematized as shown in Figure 1.9, which also shows the operations performed for

each phase and the corresponding results.

FIGURE 1.9: Steps of an Image Classification System

The first two phases are related to image processing, or rather to the digitization of ana-

log data and optimization of the obtained images; the two subsequent phases belong to the

image analysis characterized by the extraction of the features of interest, through the seg-

mentation process: such features are used for the representation of the patterns.

Finally, the last phase consists in defining a classification method translating the quan-

titative analysis into qualitative information. Furthermore, it is possible to design post-

processing phases to improve the entire classification process [32].
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1.5 Types of classifiers for image analysis

The classification methods are quite numerous, also due to the fact that several classifiers

can be combined together. In general we can identify two main types of approaches: the

statistical and the syntactic ones.

Statistical approach generally seeks to maximize the posterior probability (i.e. the probabil-

ity that a sample belongs to a given class), starting from the estimates (obtained from the

training set) of the a priori probabilities of the classes.

Syntactic approach focuses on the analysis of distinctive features of the objects to be clas-

sified: the classification involves the comparison between the structural features of the ex-

amples to be tested and those ones of the training set, by using supervised, unsupervised e

semi-supervised algorithms.

Apart from the bayesian classifiers [33], which minimize the probability of misclassifying

based on the Bayes theorem, in the following we list the classifiers used in image analysis,

highlighting the advantages and disadvantages of their adoption.

1.5.1 Support Vector Machine

Given two classes of data, the Support Vector Machine (SVM) is a well-known supervised

machine learning technique [34], aiming at separating the two classes, with the maximum

margin, by means of a hyperplane. When dealing with linearly separable classes, no partic-

ular problems arise; if, on the other hand, we are dealing with classes that are not linearly

separable we need to use a sort of trick, modifying the SVM algorithm so that it looks for the

hyperplane in spaces of higher dimensionality. In fact, if two classes are not linearly separa-

ble in a certain multidimensional space, it is probable that they will be if we increase space

dimensionality. Although, the SVM operates generally with two classes, there are also some

variants that allow us to obtain good results even in case of n classes. Interesting surveys of

SVM can be found in [35], [36].

The aim of the algorithm is to determine a hyperplane that separates examples with posi-

tive labels from examples with negative labels. Support Vector Machine requires the trans-

formation of labels into numbers, so the positive label, for example with the numeric value

of +1, may represent the class of “sick patients” instead the negative label, with the numeric

value of −1, may represent the class of “healthy patients”. The equation of the hyperplane

is given by two parameters: a real-valued vector w with the same dimensionality as input

feature vector x, and a real number b. The equation that defines the hyperplane is:

wTx + b = 0 (1.1)

where the expression wTx is the inner product between vectors w, x ∈ Rd. The predicted label

for an input feature vector x is given by:

y = sign(wTx + b)
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where sign is a mathematical operator that takes any value as input and returns +1 if the

input is a positive number or −1 if the input is a negative number.

The goal of SVM learning algorithm is to find the optimal values w∗ and b∗ for parame-

ters w and b. Once the learning algorithm identifies these optimal values, the model f (x) is

then defined as:

f (x) = sign(w∗Tx + b∗) (1.2)

For the determination of w∗ and b∗, it is necessary to solve an optimization problem un-

der constraints. As a first step, the model has to correctly predict the labels of the considered

examples (training phase): each example i is given by a pair (xi, yi), where xi is the feature

vector representing the example i and yi is its label equal to −1 or +1. So the constraints are:







wTxi + b ≥ +1 i f yi = +1

wTxi + b ≤ −1 i f yi = −1
(1.3)

The objective is to separate the two classes by maximizing the margin, defined as the

distance between the so called supporting hyperplanes:







wTx + b = +1

wTx + b = −1
(1.4)

A large margin favors the generalization necessary for the correct functioning of the

model in classifying new examples. It is possible to show that the margin is computable

as 2
‖w‖ ; then, in order to maximize it, the optimization problem to be solved is:

P







min 1
2‖w‖2

yi(w
Txi + b) ≥ −1 f or i = 1, ..., N

(1.5)

where the expression yi(w
Txi + b) ≥ −1 is just a compact way to write the two above con-

straints (1.3), and ‖w‖ indicates Euclidean norm of vector w.

The solution of the problem P, obtained through w∗ and b∗, is referred as statistical model,

while the term training indicates the process of building the model. Assuming that feature

vectors are two-dimensional, the problem and its solution can be visualized as in Figure 1.10.

The blue and orange circles represent, respectively, positive and negative examples, and

the line given by wTx + b = 0 is the separating hyperplane.

Any classification learning algorithm that builds a model implicitly or explicitly creates

a decision boundary. The decision boundary can be straight, or curved, or it can have a

complex form, or it can be a superposition of some geometrical figures.

The form of the decision boundary determines the accuracy of the model, namely the

ratio of examples whose labels are predicted correctly. The form of the decision boundary

and the way it is computed differentiate a learning algorithm from any another type. An-

other essential factor to be considered is the speed in building the model and in performing

a prediction. In many practical cases, it is preferable to have a learning algorithm that builds

a less accurate fast model.

Classification performances can be invalidated both by noise in data, because of the pres-

ence of outlier, or by the intrinsic nature of the data that cannot be linearly separated using

a hyperplane. In fact, even though the maximum margin allows the SVM to select among
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FIGURE 1.10: SVM model for two-dimensional feature vectors

multiple candidate hyperplanes, for many data sets, the SVM may not be able to find any

separating hyperplane at all because the data contains misclassified instances.

FIGURE 1.11: Linearly non-separable cases: a)presence of noise, b)inherent
nonlinearity.

These situations can be effectively managed. In Figure 1.11 a), the data could be sepa-

rated by a straight line except for the outliers with wrong labels. In the Figure 1.11 b), the

decision boundary is a circle and not a straight line. The question of solving the optimization

problem arises.
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Dealing with Noise

To extend the SVM to cases in which the data is not linearly separable, the so called hinge

loss function, defined as:

max{0, 1 − yi(w
Txi + b)}

has been introduced.

The hinge loss function is zero if the constraints of P are satisfied, that is xi lies on the

correct side of the hyperplane. For data on the wrong side of the decision boundary, the

function value is proportional to the distance from the decision boundary. The aim is to

minimize the following cost function:

1
2
‖w‖2 + C

N

∑
i=1

max{0, 1 − yi(w
Txi + b)} (1.6)

where the parameter C determines the tradeoff between the maximization of the margin and

the minimization of the hinge loss function.

SVMs that optimize (1.6) are called soft-margin SVMs, while the original formulation P

is referred to as a hard-margin SVM.

To effectively manage the non-smoothness in formulation (1.6) due to the presence of the

maximum in the objective function, we introduce the auxiliary variables ξ by obtaining:

P”



















min 1
2 ‖w‖2 + C ∑

N
i=1 ξi

ξi ≥ 0

ξi ≥ 1 − yi(w
Txi + b)

(1.7)

The value of C is experimentally tuned: for small values of C, the second term in the cost

function becomes negligible, so the SVM algorithm will try to find the highest margin by

completely ignoring misclassification. On the other hand, increasing the value of C makes

classification errors more costly, so the SVM algorithm will try to focus on minimizing the

classification error, by sacrificing the margin.

In other words, since a larger margin is better for generalization, C tunes the tradeoff be-

tween correctly classifying the training data (minimizing empirical risk) and correctly clas-

sifying future examples (generalization).

Dealing with Inherent Non-Linearity

The use of SVM is possible even when data sets are not separable in their original space via

a hyperplane. The transformation of the original space into a higher dimensionality space

could imply that the examples will become linearly separable in this transformed space. Us-

ing the kernel functions allows us to operate in a high-dimensional feature space, reducing

the computational burden. In fact, it is sufficient to calculate the inner products between the

images of all the pairs of data without calculating the coordinates of the data in the high-

dimensional feature space. This approach is called kernel trick [37], and is often cheaper than

the computational burden associated with explicit computation of coordinates. The kernel

functions have been adopted to deal with problems related to sequence data, graphics, text,

images and vectors.
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The effect of applying the kernel trick is illustrated in Figure 1.12, where a two-dimensional

non-linearly-separable data are transformed into a linearly-separable three-dimensional data

using a specific mapping Φ : x 7→ Φ(x), with Φ(x) being the vector x higher in dimension-

ality.

FIGURE 1.12: Data linearly separable after a transformation into a three-
dimensional space.

We don’t know a priori which mapping Φ would work for a specific data-set. To under-

stand how kernels work, it is necessary to understand how the optimization algorithm for

SVM finds the optimal values for w and b. Problem (1.7), is generally solved by means of its

Wolfe Dual:

D







































min
λ1,...λN

1
2

N

∑
i=1

N

∑
k=1

yiλi(xi
Txk)ykλk −

N

∑
i=1

λi

∑
N
i=1 λiyi = 0,

0 ≤ λi ≤ C i = 1, ...N

(1.8)

where λi are the Lagrange multipliers. In this formulation, D is a convex quadratic opti-

mization problem, efficiently solvable by quadratic programming algorithms. In the above

formulation, the term xi
Txk is the only place where the feature vectors are used. In order to

transform a certain vector space into an higher dimensional space, it is necessary to trans-

form xi into Φ(xi) and xj into Φ(xj) and then multiply Φ(xi) and Φ(xj).

Through kernel trick, the inner product xi
Txk can be substituted by a kernel function

such as the Radial Basic Function (RBF):

k(x, x′) = exp
(‖x − x′‖2

2σ2

)

where ‖·‖2 is the squared Euclidean norm.

By varying the hyper-parameter σ, the data analyst can choose between getting a smooth

or curvy decision boundary in the original space.

To summarize, kernels are a special class of functions that allow inner products to be

calculated directly in the feature space, without performing the mapping described above

[38]. Once a hyperplane has been created, the kernel function is used to map new points into
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the feature space for classification. The selection of an appropriate kernel function is impor-

tant, since the kernel function defines the transformed feature space in which the training

set instances will be classified. In [39], Genton described different classes of kernels, without

however giving indications as to which class is most suitable for a given problem.

It is a common practice to estimate a range of potential settings and use cross-validation

over the training set to find the best one. For this reason a limitation of SVMs is the low

speed of the training.

The complexity of an SVM model is not affected by the number of features in training

data. It follows that SVMs are suitable for dealing with learning tasks with large number of

features compared to the number of instances used for model’s training.

1.5.2 Neural Networks

In many real-world problems, the classification is non-linear and the number of features

is very high. Artificial Neural Networks (ANNs), provide simpler and more efficient non-

linear classifiers. The concept of "natural network" derives from electronic models in order

to mimic the neural structure of human brain.

A neural network is a set of artificial neurons interconnected in order to obtain a com-

plex global behavior, which is precisely determined by weighted connections and specific

parameters of the neurons. In practical terms, ANNs are non-linear structures of statisti-

cal data organized as modeling tools. ANNs can be used to simulate complex relationships

between inputs and outputs that other analytic functions fail to represent.

An artificial neuron is the basic unit of ANNs, and has a structure completely inspired by

the biological neuron (see Figure 1.13), whose structure is emulated within a computer [40]:

FIGURE 1.13: Mapping between the elements of the biological neuron and
artificial neuron

Due to its physiological and chemical properties, the biological neuron is able to inte-

grate, receive and transmit nerve impulses, from/to other artificial neurons.

The dendrites in the biological neural network are analogous to the weighted inputs

on their synaptic interconnection in the ANN. The cell body is comparable to the unity of

artificial neurons, which also includes units of sum and threshold. Axon is analogous to the

output unit of the artificial neural network. Thus, ANN is modeled using the functioning

of basic biological neurons. Figure 1.14 reports more in detail the structure of the artificial

neuron. We identify the following quantities:

• the inputs xi: they represent the input signals of the neuron, which can come from other

neurons or from the environment;
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FIGURE 1.14: Artificial neuron: inputs, activation function, weighted connec-
tions, calculation function

• the weights wi: they are multipliers associated to the input values and used to weight

them;

• the activation function ϕ: it is the mathematical function that determines the output

value of the neuron on the basis of the inputs; there are several types of ϕ, each for

specific cases;

• the transfer function sum: it generates the value to be submitted to the activation func-

tion ϕ and obtained by adding the input values previously multiplied by the corre-

sponding weights wi;

• the output: it represents the output signal of the neuron, which can be directed towards

other neurons or in the environment.

Thus, an artificial neuron receives input values xi that are multiplied by a factor wi, all

the resulting values are added together; such sum constitutes the input for the activation

function ϕ that determines the final output value of the neuron. The activation function

is useful because it adds possibly non-linearity to the neural networks. In such sense, the

ANNs are considered universal function approximators. There are different types of activation

functions in the literature, each of which has its own advantages and application contexts

[41]. Some of them are plotted in Figure 1.15.

All the activation functions, are characterized by the fact that they can be treated, in prac-

tice, by minimizing the nonlinear error function of the back-propagation algorithm, useful

for learning complex behaviors.

Summing up, in neural networks the basic unit is the neuron that work like simple pro-

cessor. Each neuron receives the weighted sum of the input nodes and through the activa-

tion function generates the output of the next neuron. In neural networks, the neurons are

grouped in the so called "layers".

In fact, more complex network topologies include a dedicated layer for input neurons

and output neurons and one or more hidden layers (see Figure 1.16).

To design a neural network, the structure of the network (topology), the transfer function

and the learning algorithm must be defined. The distinction of different topologies of neural

networks depends on the directions of interconnection in the layer; among the most popular

topologies, it is worth mentioning Feed Forward Topology (FFT) and Recurrent Topology (RNT).

In particular, in the FFT network, the nodes are "hierarchically arranged " in levels. The

various levels follow one another starting from the input to the output, where the hidden
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FIGURE 1.15: Types of activation function

FIGURE 1.16: An example of Neural Networks

levels provide most of the computational power of the network. Multilayer Perception Net-

work (MPN) and Radial Basic Function Network (RBFN) [42], represent typical applications

in which the nodes of each level are connected to the nodes of the next level through uni-

direction paths.

The output of a given layer feeds the nodes of the following layer in a forward direc-

tion and does not allow feedback flow of information. Unlike the FFT, in the RNT the flow

of information between connected nodes is bidirectional. Typical applications of RNT, for

example, are Hopfield Network [43] and Time Delay Neural Network (TDNN) [44].

Training of Artificial Neural Networks

In the previous subsection we described the morphology of neural networks starting from

its basic unit, the neuron, introducing the various network architectures. Once all the char-

acteristics of the neural network have been established, such as topology, number and type

of neurons and connections, it is necessary to determine the weights of the connections so as

to be operatively able to construct a classifier.

These operations, referred to as training, will be described together with the most com-

monly used basic algorithm, followed by the various techniques that use them.
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Back propagation is a gradient-type algorithm for an efficient design of a neural network.

Basically it is used to modify the weights that connect the various neurons to make them give

the expected results. More complex and efficient algorithms are available in literature, such

as [45] and [46].

In [45], the problem of neural network training is formulated as a unconstrained min-

imization of a sum of differentiable error - terms on the output space with respect to the

expected values. Solution algorithms of the back propagation-type are considered, in which,

taking advantage of the special structure of the objective function, the evaluation of the gra-

dient is divided into several steps.

In [46], a novel approach is presented based on the use of a conjugate gradient method in-

corporating an appropriate line search algorithm. The algorithm updates the input weights

of each individual neuron in a parallel way, using an approach similar to back-propagation

algorithm, but with even better performance.

Feed-forward networks often use supervised learning approaches: in order to correctly

learn the relationship between input and output, the network is powered for many cycles

with different pairs of input and output values.

The loss function records the values of one or more variables on a real number, thus pro-

viding a "cost" associated with these values. The error function evaluates the effect of the

propagation of the input through the network in terms of the difference between the actual

network output and the expected one.

The algorithm repeats a two-stage cycle, propagation and weight update. When a vector

feeds the network, it propagates layer by layer, until it reaches the output level. The loss

function is used to compare the obtained network output with the value of expected output.

The resulting error value is calculated for each of the neurons in the output level. Subse-

quently, they are propagated from the output through the network, until each neuron has an

associated error value that reflects its contribution to the original output. Back propagation

uses error values to determine the gradient of the loss function. The optimization method

used the gradient value to update the weights aiming at minimization of the loss function.

Summarizing, the learning algorithm can be divided in the following two phases:

• propagation: the propagation phase is characterized by the following steps:

– forward propagation through the network to generate the output starting from

the input;

– error calculation;

– propagation of exit activation backwards through the network using the training

input target, to evaluate the variations of all the output and hidden neurons.

• weight update: for each weight, the following steps must be followed:

– the difference between the weight exit and the activation of the input are multi-

plied to find the gradient of the weight itself;

– a percentage of the weight gradient is subtracted from the weight. This ratio is

called learning rate, and coincides with the step-size used in the gradient method.

The gradient descent method was the first iterative optimization algorithm used to de-

termine the minimum of a function [47]. It works creating a sequence of points obtained by
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moving along the opposite of the gradient direction on the basis of an appropriately calcu-

lated step-size.

Gradient Descent

The back-propagation algorithm usually uses the gradient descent method to find the set of

weights for minimizing the error rate. In optimization and numerical analysis the gradient

descent method is a technique that allows us to determine a stationary point of a function

of several variables. The gradient descent technique is based on the fact that, for a given

function f (x), the direction Pk of maximum descent at an assigned point x corresponds to

the opposite of its gradient at that point Pk , −∇ f (x).

The gradient method therefore involves starting from an initial solution x0 chosen arbi-

trarily and proceeding iteratively updating it according to the following formula: x(k+1) =

xk + αkPk where αk ∈ R
+ corresponds to the length of the descent step, whose choice be-

comes crucial in determining the speed with which the algorithm will converge to the re-

quired solution.

Stationary gradient method refers to the case in which, through the choise of a step αk = α

constant for each k, it is possible to define a dynamic gradient method. In the latter case

a convenient choice, but computationally more expensive than a stationary method, con-

sists in optimizing, once determined the direction of descent Pk, the function of a variable

fk(αk) = f (xk + αkPk) in analytical way or in an approximate way. Of great importance is

the fact that, depending on the choice of the descent step, the algorithm may converge to

any of the minima of the function f , whether local or global.

Generalization, Overfitting and Underfitting

Algorithms, such as back propagation, starting from the error at the exit of the network,

calculates how much the weights exiting the last layer of neurons must be corrected to ap-

proach the ideal result, using a maximum likelihood estimation. In this way, by minimizing

the error, the maximization of the "probability of data" is pursued. This correction can be

measured as the error from the previous layer, which then repeats the procedure and tries to

adjust its own weights to get closer to the requested output: in essence the error "propagates"

for the whole network. The procedure is repeated iteratively, until a final error considered

tolerable is reached.

In this regard it is important to note that obtaining an excessively small error is not a

positive result, because in this case it means that the network has "memorized" the values

of the training set, and if presented with new data it will be difficult to work successfully

because the model loses the capacity of generalizing during the training.

A recurrent network structure has a sort of memory, which helps storing information in

output nodes through dynamic states. The factors that determine how efficient a learning

algorithm concerning the ability of:

• minimizing training error;

• minimizing the gap between training error and test error.

These two factors correspond to the main challenges in machine learning of underfitting

and overfitting. Underfitting occurs when the created model is too simple and fails to well

classify the training set, while overfitting occurs when the model adapts extremely well to
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the training set, and the gap between the error on the training set and the error on the test

set is too large, i.e. the algorithm well classifies only the training set of data.

Three causes related to overfitting can be identified:

• presence of noise in the training set records;

• limited training set

• multiple hypothesis testing: since greedy-type algorithms are used, as the space of

the solutions increases, the possibility of running into an excellent local rather than a

global one will also increase. This happens when the number of attributes is high.

This problem of overfitting, can be reduced using methods such as early stopping and

weight decay.

Early stopping requires that part of the training set is not passed to the training network,

but is kept "hidden" to be used as a validation set; after each back-propagation step the

error is measured both on the data used in the training and on the “hidden” data: when

over-fitting comes into play it will be noticed that the error on the training data, after being

dropped in the early stages of training, will tend to 0, while the one on the comparison data

will tend to increase again. As soon as an increase is detected in the error on the validation

set, learning has to be interrupted, because starting from that point the network would lose

in generality and not learn, but would simply "memorize".

Weight decay, on the other hand, provides for a penalty period, during back-propagation,

for weights that assume large absolute values. Very large weights tend to reduce the gen-

erality of the network, because they imply an excessive variance, so at the least deviating

from the values that the network has learned, the output tends to become unpredictable and

unreliable. Therefore penalizing large absolute values can reduce the effects of over-fitting.

It is clear that neural networks can have a wide variety of applications: from trend analy-

sis, approximation of functions, filtering and data compression. One of their possible uses

is classification: in particular, given a labeled training set, supervised learning can be car-

ried out as explained above, setting the inputs (feature values) and the desired outputs (the

labels).

However, it is possible to use an unsupervised approach to train networks, i.e. without

providing desired outputs: in these cases the network will have to adapt based on the re-

sults obtained in the various training steps; in this way it is possible to carry out clustering

operations.

1.5.3 Nearest Neighbor

Among the simplest machine learning algorithms, Nearest Neighbor should be mentioned.

For our purposes, we recall Nearest Neighbor methods for classification and regression

problems, focusing on their performance for binary classification and on the efficiency of

implementing these methods. The idea is to memorize the training set and then to predict

the label of any new instance on the basis of the labels of its closest neighbors in the training

set.

A sample will be assigned to the class of the "nearest neighbor", usually using metric such

as Euclidean distance. It is clear that the algorithm will be more expensive depending on the

size of training set and on the number of features to be considered: it is appropriate to find
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a fair compromise, because a larger training set tends to be more representative, and a high

number of features allows to better discriminate between the possible classes. If, on the one

hand we have these advantages, on the other we have an increase in the calculations. Some

variations of the algorithm have therefore been elaborated, in order to reduce the number

of distances to be calculated, for example partitioning the feature space and measuring the

distance only with respect to some of the volumes thus obtained.

k-Nearest Neighbor (kNN) is a variant that determines the k closest elements using a dis-

tance metric: each of these elements "votes" for the class to which it belongs, and a new

unseen sample will be assigned to the most voted class. kNN is a non-parametric learning

algorithm that, differently from other learning algorithms that allow discarding the training

data after the model is built, keeps all training examples in memory. Once a new, previ-

ously unseen example x comes in, the kNN algorithm finds k training examples closest to x

and returns the majority label for classification problem or the average label for regression

problem. A strategy often adopted, both for classification and regression problems, suggests

the assignment of weights to the contributions of the neighbors: in this way the contribution

provided by the nearest neighbors is greater than the average of the more distant ones. More

precisely, a weighting scheme consists in giving each neighbor a weight of 1/d, where d is

the distance to the neighbor.

Apart the Euclidean distance, other popular distance metrics include Chebychev, Maha-

lanobis, and Hamming distance [48]. The choice of these hyper-parameters, i.e. the distance

metric, and the value of k, is to be made before running the algorithm.

1.5.4 Clustering

Clustering is one of the most widely used techniques for exploratory data analysis. An

approach adopted in various research areas involves a study of the reference data, trying

to deduce the presence of some significant groups: this is an attempt to deduce intuitively

possible cluster formations. Clustering is the task of grouping a set of objects such that

similar objects end up in the same group and dissimilar objects are separated into different

groups. There may be several very different conceivable clustering solutions for a given data

set. As a result, there is a wide variety of clustering algorithms that, on some input data, will

output very different clustering. Clustering algorithms can be categorized based on their

cluster model.

There is no "correct" clustering algorithm in an absolute sense: "clustering is in the eye of

the beholder" [19]. The most appropriate clustering algorithm for a particular problem often

has to be chosen in an experimental way, except for cases in which it is a mathematical model

suggesting the adoption of a solution instead of others. In general, an algorithm designed

for a particular context may not perform well when applied to a different data set [19]. As

reported in [49], clustering methods can be classified as follows:

• Connectivity-based clustering

• Centroid-based clustering

• Distribution-based clustering

• Density-based clustering
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Connectivity-based clustering

Connectivity-based clustering, more widely referred to as hierarchical clustering, consid-

ers that objects are more similar to nearest objects rather than those more distant. These

algorithms connect "objects" to form "clusters" based on their distance.

Popular choices are:

• single linkage clustering, where distance between two clusters A and B, is defined as the

minimum distance between members of the two clusters, namely,

D(A, B) = min{d(x, y) : x ∈ A, y ∈ B};

• complete linkage clustering, where the distance between two clusters A and B is defined

as the maximum distance between their elements, namely,

D(A, B) = max{d(x, y) : x ∈ A, y ∈ B};

• average linkage clustering, where the distance between two clusters is defined to be the

average distance between a point in one of the clusters and a point in the other, namely,

D(A, B) =
1

|A||B| ∑
x∈A,y∈B

d(x, y).

Some algorithms using average Linkage clustering approach are UPGMA and WPGMA al-

gorithms ("Unweighted and Weighted Pair Group Method with Arithmetic Mean"), while

SLINK [50] and CLINK[51] are single linkage and complete linkage clustering approaches,

respectively.

Finally, another class of clustering approaches is constituted by hierarchical clustering,

based on constructing a hierarchy of clusters.

A method in this class can be defined as agglomerative if it creates clusters by aggregating

individual elements, or divisive if it starts with the complete data set dividing it into parti-

tions. These methods do not produce a single partitioning, but a hierarchy among which the

appropriate clusters must be chosen. These approaches do not effectively manage outliers,

which typically create additional clusters or cause the merging of existing clusters. In the

general case, both agglomerative clustering and divisive clustering, are too slow for large

data sets.

Centroid-based clustering

In centroid-based clustering, a central vector represents clusters. The central vector repre-

senting the cluster may not even belong to the data set. Once k, the number of clusters has

been fixed, k-mean clustering can be formulated as an optimization problem where k cluster

centers must be found and objects are assigned to the nearest one in order to minimize the
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squared distances from the cluster. The optimization problem is NP-hard, so only approxi-

mate solutions are sought, among which Lloyd’s algorithm, known as k-means algorithm, is

one of the best known methods [51]. In order to allow the choice of the best of multiple runs,

the variations of k-means include such optimizations, but also to limit the centroids to the

members of the data set (k-medoids), choosing medians (grouping of k-medians) , choosing

less the initial centers randomly (k-mean ++) or allowing a fuzzy cluster assignment (fuzzy

c-means). Generally, K-means has a number of interesting theoretical properties:

• data is divided into a structure known as the Voronoi diagram;

• it is similar to the nearest neighbor classification;

• it can be interpreted as a variant of model-based clustering and Lloyd’s algorithm as a

variant of the Expectation-Maximization algorithm.

Most of the algorithms of k-means type require the number of clusters k to be specified in

advance, which is considered a troublesome drawback of these algorithms.

The algorithms aim at choosing clusters of similar size, so that they can easily assign

an object to the nearest centroid. The undesired effect of this assumption is manifested in

an incorrect cutting of clusters bordes. In any case, only a local optimum is determined by

multiple runs performed with different random initializations.

Distribution-based clustering

The clustering model most related to statistics is based on the assumption that clusters

can be defined as objects belonging to the same distribution. Clusters can then easily be

defined as objects belonging most likely to the same distribution. A convenient property

of this approach is that this closely resembles the way artificial data sets are generated: by

sampling random objects from a distribution. These methods often suffer from overfitting,

which can be avoided by placing constraints on the complexity of the model.

One prominent method in this class is based on the Gaussian mixture models and use the

expectation-maximization algorithm. With this model the data set is modeled considering

a fixed number of randomly initialized Gaussian distributions whose parameters are itera-

tively optimized aiming at adapting to the data but also to contain overfitting. The model

allows the identification of a local optimum, so it is not excluded that multiple runs can

produce different results. To obtain a hard clustering, objects are assigned to the Gaussian

distribution to which they probably belong. Distribution-based clustering is an approach

that enables the generation of complex cluster models useful to intercept the correlation

between attributes. On the other hand assuming Gaussian distributions is a rather strong

assumption for many real data sets, due to the fact that it is not always possible to define an

appropriate mathematical model.

Density-based clustering

In density-based clustering [52], clusters are identified by considering the areas of greatest

density within the data set. Objects that belong to areas with low density are usually in-

terpreted as noise. DBSCAN [53] is the most popular density-based clustering method; the

adopted cluster model is based on connection points within certain distance thresholds, and

it is referred as "density reachability".
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It only connects the points for which a density criterion applies, typically defined as a

minimum number of other objects falling within this radius. It follows that, regardless of

shape, a cluster consists of all objects connected to density, in addition to the objects that

result within these objects’ range. DBSCAN has a low complexity and allows to obtain sub-

stantially the same results with each execution: multiple executions are no longer necessary.

OPTICS [54] is a generalized version of DBSCAN with which it is not necessary to set an

appropriate value for the interval parameter. OPTICS produces a hierarchical result related

to that of linkage clustering.

Mean-shift is a clustering approach in which the objects are allocated in the proximal

area with the highest density, evaluating the kernel density estimation. With mean-shift

approach, the objects converge towards local maxima of density. The iterative procedure as

well as the evaluation of the density estimation are expensive, making Mean-shift slower

when compared to the DBSCAN or k-means methods. Moreover, if multimedia data are

considered, the application of Mean-shift algorithm is hindered by the irregular behavior of

kernel density estimate, which produces fragmentation of the cluster tails [55].

K-means algorithm

To effectively use the k-means algorithm, we need to define the distance between the clus-

ters and to determine when the merging process between various clusters has to be stopped.

The result of such an algorithm can be represented using the clustering dendrogram i.e. a tree

structure of domain subsets (see Figure 1.17).

In clustering dendrogram, singleton sets are represented in its leaves and the entire do-

main as its root. This view provides a visual summary of the data. More generally, the

pursued approaches can be agglomerative or divisive, according to respectively bottom-up

or top-down approach.

FIGURE 1.17: Hierarchical clustering

In the first case the algorithm starts by trying to aggregate single elements; at each step

elements or sub-clusters that are more similar to each other in a cluster are merged into a

cluster. In the second case, more complex and therefore less used, the algorithm start with a

single cluster and at each level the most different elements are subdivided into sub-clusters.

In both cases the result can be represented through a tree.
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Common stopping criteria include:

• Fixed the number of clusters k, and stop merging clusters as soon as the number of

clusters is k.

• Appropriately defined a limit distance r ∈ R
+ the process of generating clusters is

interrupted as soon as all the distances between the clusters are greater than r. If

r = max d(x, y) : x, y ∈ X for some α < 1, the stopping criterion is referred as “scaled

distance upper bound.”

Another approach to clustering starts by defining a cost function over a parameterized set

of possible clusterings aiming to find a partitioning (clustering) of minimal cost. In this

paradigm, the clustering task is turned into an optimization problem, and the solutions

implies the use of some appropriate search algorithm. Many common objective functions

require the number of clusters k as a parameter. Practically, it is often up to the user of the

clustering algorithm to choose the parameter k that is most suitable for the given clustering

problem.

The k-means objective function is quite popular in practical applications of clustering.

However, it turns out that finding the optimal k-means solution is often computationally

unfeasible (the problem is NP-hard, and even NP-hard approximated within some constant).

As an alternative, the following simple iterative algorithm is often used. Considering the

Euclidean distance function d(x, y) = ‖x − y‖, the algorithm can be represented by the

following pseudo code:

Algorithm 1 : k-Means Algorithm
Input X ⊆ Rn; k= number of cluster;

1: initialize: Random choose of centroids µ1, . . . , µk;
2: repeat until convergence:
3:

4: ∀i ∈ [k] set Ci = {x ∈ X|i = arg minj ‖x − µj‖};
5:

6: break ties in some arbitrary manner;
7: ∀i ∈ [k] update µi =

1
|Ci | ∑x∈Ci

x

This algorithm tends to converge rather quickly (it is rare that more than 10 steps are

needed) and to give rather good results, starting from a reasonable initial solution (see Figure

1.18).

K-means has some disadvantages: first the number of K classes must be known a priori;

furthermore the optimization is iterative and local, therefore it is possible to have conver-

gence on a local maximum of the solution. The fuzzy variant of k-means allows a pattern to

belong with a certain degree of probability to different classes; this variant sometimes pro-

vides a more robust convergence towards the final solution, but suffers in essence from the

same problems as the standard k-means.

Several variants have been proposed to solve these problems: for example, to minimize

the risk of convergence towards local minima, the algorithm can be performed many times

starting from different initial solutions, random or perhaps produced by an evolutionary

method (genetic algorithm).
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FIGURE 1.18: K-means clustering approach

There are recent approaches that solve the problem faced by k-means. For example,

in [56] the authors propose an approach based on the explicit expression of the clustering

problem as a non linear, non smooth, non convex optimization problem. Such problem is

treated by its reformulation as a DC (Difference of Convex) optimization problem, which in

turn is numerically treated by a sequence of partial linearizations.

In [57], a novel DCA algorithms for edge detection was proposed. This proposal adopted

clustering on the pixels representing any given digital image into two sets i.e. the "edge pix-

els" and the "non-edge" ones. The process is based on associating to each pixel an appropriate

vector representing the differences in brightness of surrounding pixels. Clustering is driven

by the norms of such vectors, thus it takes place in R, which allows to use a (simple) DC

(Difference of Convex) optimization algorithm to get the clusters.

Clustering validation techniques (the determination of the number of classes without this

information being known), on the other hand, tend to evaluate a posteriori the goodness of

the solutions produced for different K values, and to choose one on the basis of a validation

criterion that takes account both of the goodness of the solution and of its complexity.

Expectation-Maximization

The Expectation-Maximization (EM) algorithm was presented in 1977 by Arthur Dempster,

Nan Laird and Donald Rubin [58], although the method was introduced in other circum-

stances by previous authors. Rolf Sundberg in [59], proposed an in-depth study of the EM

method related to exponential families.

The expectation-maximization (EM) algorithm is an iterative method used to find the

maximum a posteriori estimation (MAP) of the parameters in the statistical models with the

so-called latent variables, i.e. deduced from other directly measured variables.
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A large number of observable variables can be aggregated to represent an underlying

concept. The use of latent variables allows the reduction of dimensionality of data, thus

facilitating their understanding.

The likelihood function measures the probability that particular values of statistical pa-

rameters are associated with a series of observations. Given a certain probability distribu-

tion and given a set of observations, the probability of a set of parameters is equal to the

joint probability distribution of this random sample. Considering the fixed observations, the

probability function is exclusively a function of parameters that index the family of those

probability distributions [60]. Mapping from the parameter space to the real line, the like-

lihood function traces a hypersurface whose peak, if it exists, represents the combination of

the values of the model parameters that maximize the probability of drawing the sample

actually obtained [61].

The estimate of the maximum likelihood, evaluated through the natural logarithm of the

likelihood (log-likelihood function), is the procedure that allows us to determine the argu-

ments on the maximum of the likelihood function. The characteristics relating to the shape

and curvature of the probability surface are related to the stability of the estimates; the prob-

ability function is therefore usually plotted as part of a statistical analysis [62].

The EM algorithm is used to determine the maximum likelihood parameters of a statis-

tical model if it is not possible to resolve them directly. This happens for example, when not

all the data values are present or when it is possible to formulate the model assuming that

for each observed data point there exists one that is not observed, specifying the mixture

component to which each data point belongs.

The EM iteration alternates between the execution of an expectation step (E), which cre-

ates a function for the likelihood expectation evaluated using the current estimate for the

parameters, and a maximization step (M), which calculates the parameters that maximize

the expected log-likelihood found at step E. These parameter-estimates are then used to de-

termine the distribution of latent variables in the next phase E.

In order to find a maximum likelihood solution, the equations resulting from the deriva-

tives of the likelihood function with respect to all unknown latent values, parameters and

variables must be solved.

In statistical models with latent variables, this is generally impossible. The EM algorithm

proceeds from the observation that there is a way to solve these two sets of equations nu-

merically. More precisely, once arbitrary values have been chosen for one of the two sets of

unknowns, the estimates for the second set are made and iteratively used to find a better

estimate of the first set, until the resulting values converge at fixed points [63]. In general,

more maximums can occur, with no guarantee that the global maximum will be found.

Aiming to give a more formal appearance to what has been introduced, assume that X is

a set of observed data generated by a given statistical model, that Z is a set of unobserved la-

tent data or missing values and that θ indicates a vector of unknown parameters and finally,

let L(θ; X; Z) be the likelihood function associated with these quantities. The estimate of the

maximum likelihood (MLE) of unknown parameters can be determined by maximizing the

marginal likelihood of the observed data L

L(θ; X) = p(X|θ) =
∫

p(X, Z|θ)dZ. (1.9)
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This quantity is not always determinable and this is why the EM algorithm tries to find

the MLE of the marginal probability by iteratively applying the following two steps:

1. Expectation step (E step). Define Q(θ|θ(t)) as the expected value of the log-likelihood

function of θ, with respect to the current conditional distribution of Z given X and the

current estimates of the parameters θ(t):

Q(θ|θ(t)) = EZ|X,θ(t) [logL(θ; X; Z)] (1.10)

2. Maximization step (M step). Find the parameters that maximize this quantity:

θ(t+1) = arg max
θ

Q(θ|θ(t)) (1.11)

Typical models to which EM is applied use Z as a latent variable indicating membership in

one of a set of groups. In general:

• The observed data points X may be discrete or continuous. Associated with each data

point may be a vector of observations.

• Latent variables Z are discrete, taken from a fixed number of values and with a latent

variable for the observed unit.

• The parameters are continuous and are associated with all data points or with a specific

value of a latent variable.

It is possible to apply EM to other types of models, considering that if the value of the

parameters θ is known, the value of the latent variables Z can typically be found by maximiz-

ing the likelihood on the possible values of Z, simply iterating over Z or through algorithms

such as Baum-Welch’s for hidden Markov models [64].

Therefore knowing the value of the latent variables Z, grouping the data points based

on the value of the associated latent variable, it is possible to estimate the parameters θ by

averaging the values of the points in each group. Thus, an iterative algorithm, in case both

θ and Z are unknown, may be structured as follows:

Algorithm 2 : Expectation-Maximization algorithm
1: Initialize the parameters θ on some random values;
2: Given θ, compute the probability of each possible value of Z;
3: Use the newly calculated values of Z, to compute a better estimate for the parameters θ;
4: Iterate steps 2 and 3 until convergence.

This algorithm approaches monotonically to a local minimum of the cost function. The

EM algorithm is widely used in the reconstruction of medical images, in particular in positron

emission tomography and in single photon emission computed tomography.

1.5.5 Decision Trees

"Decision tree" refers to a structure similar to a graph where each internal node represents a

query on a specific attribute, each branch represents the result of the query and finally each

leaf node represents a class label or the resulting decision. In fact, a classification tree is a

classifier defined as a set of if-then.
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One of the main advantages of decision trees is the simplicity of the model. The classifi-

cation rules are represented by the paths from the root to the leaves. Decision trees are used

as a tool to calculate the expected values of several concurrent alternatives. A decision tree

consists of three types of nodes that are differentiated in the graphic display [65]:

1- Decision nodes - represented by squares

2- Probability nodes - represented by circles

3- End nodes - represented by triangles

To build the classifier, it is necessary to define the topology of its associated root tree, as

well as the subdivision associated with each node. A decision tree can be understood as a

predictor h : X → Y, which determines the label associated with a certain instance x ∈ X,

moving through the decision tree from a root node to a leaf one. In the most immediate

case of the binary classification, the label will assume dichotomous values, i.e. Y = {0, 1};

decision trees can also be applied to other forecasting problems. On each node of the root-leaf

path, the successor child is chosen based on a subdivision of the input space. The tree is then

constructed following a greedy procedure in which the new nodes are recursively created

and connected to the previously defined ones until a stop criterion is defined.

A widespread rule of division in the internal nodes of the tree is realized considering the

threshold of the value of a single function; starting from the root node, the algorithm chooses

the right or the left child of the node based on [xi < θ], where i is the index of the relevant

feature and θ ∈ R is the threshold. The resulting decision tree corresponds to a cell division

of the instance space, where each leaf of the tree corresponds to a specific cell. Considering

decision trees of arbitrary dimensions, it is possible to obtain a class of hypotheses of infinite

size; the risk inherent in this approach is the overfitting of the model on the considered data.

To remedy overfitting, the principle of minimum length of the description (MDL) can be

used, aiming at learning a decision tree that adapts well to the data but is not too extensive

[66]. Unfortunately, solving this problem is computationally difficult. It follows that the

decision-making tree learning algorithms are based on heuristics with a greedy approach, in

which the tree is built gradually and locally optimal decisions are taken in the construction

of each node. Although these algorithms do not guarantee the return of the optimal global

decision tree, they work well in practice.

With reference to a generic tree, at the root of which a label is assigned based on the

majority vote among all the labels on the training set. At each iteration, the effect of the

division of a single leaf is evaluated by defining some gain measures able to quantify the

improvement due to this division. Concerning all the possible divisions, the configuration

that maximizes the gain is chosen, or one chooses not to divide the leaf at all. The features

that best divide training data would be the root node of the tree.

There are numerous methods for determining the characteristic that best divide training

data such as information acquisition [67] and index data [68], but most studies have concluded

that there is no single best method [69]. Considering a given data set, comparing individual

methods can be important in deciding which metric to use. The process of generation of

trees and sub-trees continues until all training data has been divided into subsets of the

same classes.

We report below the pseudo-code of a general decision tree algorithm as described in

[70]:
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Algorithm 3 : Decision Trees algorithm
1: Check for the above base cases;
2: For each attribute a, find the normalized information gain ratio from splitting on a;
3: Let a∗ be the attribute with the highest normalized information gain;
4: Create a decision node that splits on a∗;
5: Recur on the sublists obtained by splitting on a∗ and add those nodes as children node.

A decision tree, or any learned hypothesis h, is said to overfit training data if another

hypothesis h” exists that has a larger error than h when tested on the training data, but a

smaller error than h when tested on the entire data set. There are two common approaches

that can be used to avoid overfitting on training data:

• Interrupt the training algorithm before it reaches a point where it adapts perfectly to

the training data;

• Prune the induced decision tree.

Many studies have been presented on techniques to manage overfitting [71]: in general,

with the same test and prediction accuracy, the tree with less leaves is preferred. The easiest

way to deal with overfitting is to pre-prune the decision tree by not allowing it to grow to

its maximum size. Adopting termination criteria as a threshold test for the function quality

metric is effective. Decision tree classifiers usually use post pruning techniques that evaluate

the performance of decision trees, since they are pruned using a validation set. Any node can

be removed and assigned to the most common class of training instances that are ordered to

it [72], [73]. To reduce the disadvantages and solve the problems of decision trees related to

overfitting, many decision trees can be combined together.

The random forest is an ensemble of learning algorithm [74]. An ensemble is a collection

of different classifiers put together to create a more powerful model. In particular, the ran-

dom forest is based on the bagging technique, which is a statistical method to create different

training sets starting from just one. The random forest builds a decision tree on each training

set, using only a subset of random features for each classifier. Since decision trees are very

unstable, building them on different training sets with random characteristics would lead to

very different classifiers. This reduces the correlation between the models, thus increasing

overall performance. Indeed, to carry out the classification the random forest combines all

decision trees with a voting system. Each tree "votes" a class for the record and therefore the

random forest chooses the "most voted" as the final result [75]. The voting system averages

the forecasts of the individual decision trees, which are affected by a high variance, there-

fore the results show greater accuracy, even with a large amount of data. This also means

that the random forest is less prone to overfitting than a single decision tree, because it av-

erages forecasts, leading to more robust results. Furthermore, it has only a few parameters

to set, which is always desirable. The main disadvantage of this approach, however, is the

calculation time, which increases proportionally to the number of trees.

Among the best known algorithms for decision trees construction, we should remember

ID3 [76] and its extension C4.5 [77]. Subsequently a more efficient version of the algorithm

was implemented, called EC4.5, which is able to calculate the same decision trees as C4.5

with an increase in performance up to five times [78].

One of the assumptions of C4.5 is that the training data adapt to the memory: this pro-

vided the starting point for the creation of frameworks such as emph Rainforest, oriented to
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the development of fast and scalable algorithms to build decision trees that fit to the amount

of main memory available [79]. The various proposals for the parallelization of the C.45

algorithm focused on proposing approaches based on features, nodes and data. Since a de-

cision tree constitutes a hierarchy of tests, an unknown feature value during classification

is usually treated by passing the example on all branches of the node where the unknown

feature value was detected and each branch generates a distribution of class.

The output is a combination of several class distributions that add up to 1. In decision

trees it is assumed that instances belonging to different classes have different values in at

least one features. Decision trees work best when discrete and categorical features are used.

Using decision trees allows to easily understand why an instance is classified as belonging

to a specific class.

1.5.6 Multi-classifiers

A multi-classifier is a system in which different classifiers are used (normally in parallel, but

sometimes also in cascade or in a hierarchical manner) to perform pattern classification; the

decisions of the individual classifiers are therefore merged to some level of the classification

chain. Recently it has been shown that the use of combinations of classifiers (multiclassifier)

can improve, sometimes very markedly, the performance of a single classifier. Therefore it

may be appropriate, instead of focusing on small improvement of the accuracy of a classifier,

to add to it other classifiers based on different features and algorithms. The combination is in

any case effective only if the individual classifiers are somehow independent of each other,

that is, they do not all make the same type of errors.

Independence (or diversity) is normally achieved by trying to:

• Use different features to identify patterns

• Use different algorithms for feature extraction

• Use different classification algorithms

• Train the same classification algorithm on different training sets (bagging)

• Insist on the training of some classifiers with the most frequently erroneously classified

patterns (boosting).

The combination of classifiers is a solution that is gaining ground in the implementation

of Computer Aided Diagnosis (CAD) systems that help doctors to take decisions swiftly.

These solutions allow to classify particular images in their reference domain. Analysis of

imaging in medical field is a very crucial task that allows to diagnose specific diseases at the

earliest avoiding costly and invasive investigations [80]. The combination of classifiers can

be performed at the decision or at the confidence level.

Merger at decision level

Each individual classifier outputs his own decision, which consists of the class to which he

assigned the pattern and optionally of the reliability level of the classification performed

(that is, of how much the classifier feels sure of the decision made). Decisions can be com-

bined with each other in different ways like voting schemes and ranking-based schemes.
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One of the most well-known and simple methods of fusion is the so-called majority vote

rule: each classifier votes for a class, and the pattern is assigned to the most voted class;

the reliability of the multi-classifier can be calculated by averaging the single confidences.

On the other hand, another way is that each classifier produces a class ranking based on

the probability that the model to be classified belongs to each of them. The rankings are

converted into scores that are added together, and the class with the highest final score is the

one chosen by the multi-classifier.

Confidence level fusion

Each individual classifier outputs the confidence in the classification of the pattern with re-

spect to each of the classes, or a dimensionality vector s in which the i-th element indicates

the probability of the pattern belonging to the i-th class. Different casting methods are pos-

sible, including sum, average, product, max, min.

The sum method is a well known method used for its robustness: it expects to perform

the vectorial sum of the different confidence vectors, and to classify the pattern on the basis

of the major element. A very effective variant is using the weighted sum, where the sum of

the confidence vectors is performed by weighting the different classifiers according to their

degree of skill: the degrees of skill can be defined basing on the individual performances of

the classifiers, for example inversely proportional to the classification error.

1.6 Applications of classifiers in image analysis

The classifiers can be used in different fields of image analysis, starting from simple pixel

clustering to advanced operations such as face recognition. However, the topic is still a

field of research, and there are no standard approaches or well-established theories: for

example, the choice of the type of classifier to be used is more than anything left to intuition

or experience. In the same way, choosing a statistical approach rather than a syntactical one

has in every case pros and cons: the statistical approach can be more precise and allows us

to have a probabilistic indication about belonging to one rather than to another class, but

it is rare that the amount of data involved in the analysis of images can be treated within

a reasonable time by such an approach; vice-versa, a syntactic approach is faster, but less

precise.

In general it is therefore possible to solve the same problem with different types of classi-

fiers, and a certain classifier can be applied to several operations; in the following paragraphs

we will see some of the most common applications of classifiers, bearing in mind that they

are not necessarily the only ones or the best.

1.6.1 Classification at the pixel level

It can be useful to apply low-level classification algorithms, working directly on features, like

the color and intensity of the pixels that make up an image; in this situation the dimensions

are not high, and it is therefore possible to think of using a Bayesian classifier.

A possible application is the recognition of the pixels representing the skin. Using his-

tograms and a sufficiently large training set, it is indeed possible to derive conditional proba-

bilities: the probability that if we have observed a pixel of skin, this is a generic pixel x which
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can be calculated as the percentage of pixels of skin present in a certain range. Through his-

tograms it is possible to divide the adopted space of colors (RGB, grayscale) into a series of

value ranges; for example, for the grayscale intensity a possible box division can be [0 − 64],

[65 − 128], [129 − 192], [193 − 256]. The a priori probabilities of the two classes (skin/ non-

skin) can be easily calculated as a percentage of the total of the training set, so as previously

seen, it is possible to obtain the posterior probability for each pixel. A similar application

may be needed in the analysis of a satellite image, in order to associate a pixel with a type of

terrain (wooded, cultivated, urban, etc.).

As mentioned above, there is no single method for a given problem: in such case it is pos-

sible to use histograms and a Bayesian classifier, but we could prefer unsupervised learning

by training a neural network able to detect non-linear relationships, or directly use for par-

tition clustering, the K-means algorithm.

1.6.2 Segmentation

Taking single pixels into consideration is often not enough, as many of the pixels in the image

will be potentially useless (for example the background pixels), and a complete analysis

leads to a strong performance degradation. It could be desiderable to group the related

pixels into a compact representation, so as to be able to work on a high-level image, taking

into consideration only certain components. The desired features for these representations

tend always to be the same, regardless of the specific field of application: the number of

components in an image should not be high and the components should be representative

of the objects present in the scene. The process of obtaining these components is called

segmentation.

The task of segmentation occurs in different contexts, and can therefore be tackled in

different ways. Speaking of segmentation means to "summarize" the content of a video,

dividing it into sequences of similar frames and choosing a representative frame for each se-

quence: the video is thus summarized by these frames. In this case, Shot Boundary Detection

algorithms are used to detect the change of scene; such algorithms are for example imple-

mented using MPEG-4 codec (DivX, XviD) to detect the best positions in which to insert a

key frame [81].

Another possible application of segmentation is the so-called "Background Subtraction",

whose aim is to identify only the relevant part of the image, subtracting the pixels that rep-

resent the background, which does not contain useful information. The "Subtraction" is

realized through a series of successive frames of the same scene, in which the background

can be partially covered by moving objects. Again thanks to segmentation it is possible to

detect the presence of a person considering it as a union of several segments (arms, legs,

torso): in the image these segments will correspond to uniform regions (if the clothes do not

have particular textures), so it will be advisable to segment the image looking for zones of

the same color.

To identify buildings in satellite images, the image can be segmented into polygonal

regions. The same can be said for the tracking of cars in videos for road surveillance and

traffic controls and for the detection of certain mechanical parts.

The most natural approach to the problem of segmentation is clustering, since our aim is

to represent an image in terms of clusters of pixels that have a relationship between them, not

only in terms of intrinsic characteristics such as color and intensity but also spatial (distances,
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provisions in space). In particular, both K-means and EM are often used, since hierarchical

methods struggle to manage the large number of pixels present without making use of any

technique to "summarize" the most significant data.

K-means can be applied by choosing a certain distance measure, for example one that

considers both the color and the position of a pixel, so as to divide the image into its main

components; also EM can be applied in this case, to obtain segmentation of colors or textures,

posing the problem in terms of missing data. It can be assumed that each pixel is generated

by a particular probability distribution chosen between N possible (where N is the number

of segments that make up the image); each of these distributions may be considered a Gaus-

sian with certain unknown parameters that have to be derived, in order to be able to trace

back to which segment generated which pixel, or obtain a segmentation of the image.

Another way to make a segmentation is through model fitting, that is to say that a group

of pixels must be considered a segment because it belongs to a certain model, for example a

line or a circumference. In this case the model is explicit, and the level of abstraction rises:

for example it is not possible to search for groups of points that form a line by looking only

at the relationships between pairs of points, as is the case in pure clustering. However it is

possible to apply a modified version of K-means for the fitting of lines: instead of starting

from K centers, it is possible to assume straight K in the image, associating at each step a

point to the nearest line, then recalculating the line as an interpolation of the points.

Similar to segmentation, EM can also be adapted to the fitting of lines. EM can however

also be applied in the case of "Segmentation of the movement", to determine the ascertain-

able pixel movement by comparing two successive images: the points of the background will

move slightly, those of the objects in the foreground will undergo more significant displace-

ments. Taking into account appropriate spatial relationships it will be possible to identify

different movement’s zones, making it possible to segment the image.

1.6.3 Object Recognition

Another field of interest is the Object Recognition. This task is an open challenge for com-

puter vision systems and there are many proposals presented and implemented over the last

few years. Humans are able to recognize many objects in a single image, even if objects are

framed from different points of view or appear in different scales or be partially covered.

Many approaches to the task have been implemented over many decades.

This is a very complicated area, which includes a large number of sub-problems and

different approaches in which there are still no truly effective standards or general solutions.

Classifiers often act in this context, sometimes in a decisive manner, other times acting as a

support to optimize other techniques.

Pose Consistency

This approach tries to recognize an object in the image by assuming a mapping between the

geometric features of the object and those displayed in the image, thus estimating the pose

of the object in the environment. In particular, considering a sufficiently number of features,

frame groups are defined. A simple algorithm is the following: for each frame group in the

object and for each frame group in the image the possible matches are used to estimate a

pose of the object and reconstruct it, reprojecting it on the image; if this rear projection is

consistent, we find the object in the hypothesized pose. Clearly the pose will be chosen so
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that the rear projection’s adherence to the image is maximum. It is clear that the number of

possible matches to be calculated can be quite high. A system that can be used to reduce it

is Pose Clustering. Generally an object will have many frame groups, and therefore there

will be many correspondences between object and image that will indicate the same pose.

Conversely, incorrect correspondences, due to noise, will indicate completely different and

isolated poses. Instead of checking all possible poses, it is therefore possible to perform a

sort of clustering of the poses, analyzing only the most frequent ones during the analysis. In

reality this system is not a real classifier, as it operates as a simple voting system to reduce

the search tree.

Template Matching

The search for objects with a given form characterizes the problems of Object Recognition,

and it can be done by considering the parts that make up the object itself. For example,

in face recognition, it is possible to separately search facial elements such as nose, mouth

and eyes: the assumption of the template matching is to verify if an object is present in the

windows of a certain size within an image.

If size and orientation of the object are unknown, rotation or resizing phases of the search

windows are provided. For the template matching task vary methods are adopted from the

simplest ones that provide a correlation at pixel level between a sample image and the search

window to more complex cases in which it is appropriate to use properly trained classifiers.

The choice of the possible classifiers to be used is wide and depends on the specific prob-

lem and on the expected performances both in terms of classification and response time.

For example, face detectors have been implemented that use neural networks: these solu-

tions perform well if the faces are frontally framed and the images have uniform lighting

conditions.

Identifying a generic object, in normal lighting conditions and from any point of view,

requires classifiers trained on an adequate number of examples. To avoid high computa-

tion times, working in feature space turns out to be a promising road. Another possibility

is the adoption of multi-classifiers: solutions characterized by the use of cascading classi-

fiers working on appropriate descriptive features are very effective both for faces and car

recognition.

A very interesting approach involves the use of a "visual vocabulary" for the real-time

recognition of a specific class of objects. The learning is based on the availability of a set of

images appropriately segmented and labeled, while the recognition of the object comes from

the clustering in the space of the features [3].

Another interesting method is the Principal Component Analysis (PCA) which is often used

for the dimensional reduction of feature space. Through PCA new features are obtained,

such as linear functions of the originals ones, which occupy a reduced dimensional space.

The basic idea of the PCA approach is based on the fact that man is able to recognize many

faces, using only a few parameters. Analogously PCA allows to obtain from an image of

Eigen pictures (Eigenvector) that summarize the salient information of the image.

Relational Matching

The Relational Matching try to describe an object by exploiting the relationships between

characteristic templates that make up the object. Instead of considering a single template,
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which would be often too complex to be directly recognized, smaller templates linked to-

gether are taken into consideration: for example, instead of trying to directly recognize a

whole face, it is possible to separately identify eyes, nose and mouth.

The possible detected templates are put into relations with probabilistic methods, in-

creasing the overall “assembled” time and again: for example, we start from what we be-

lieve to be an eye, after which we add the mouth (if it respects the constraints imposed by the

model), and so on, until the complete object is obtained. In this situation a classifier trained

on a large number of examples can be used to reduce the number of searches to be carried

out, eliminating a priori the hypotheses that will never lead to a sensible reconstruction.

The problem with the Relational Matching approach is that it may not be able to handle

complex objects. For now these systems work quite well with simple objects (such as a face),

and it seems difficult to build matchers for more complicated models.

1.7 Take away

The classifiers are widely used in various fields of computer vision, and many times they are

used in conjunction with other geometric and probabilistic techniques of image analysis.

So far there are no standards or guidelines regarding the choice of the classifier type, nor

for the configuration of a specific classifier.

Generally the best approach is to evaluate the type of problem and try to use the most

suitable classifier type, eventually even adjusting it and optimizing it with some trial and

error steps. Many classifiers and related applications require deal of computations, and often

good performance in terms of CPU times are not easy to achieve. On the other hand good

results seem to be obtainable with multiclassifiers and cascading classifiers like in real-time

object detection.

The main objective of the present work concerns the task of medical image classification.

In the next chapter we will focus on a recent machine learning paradigm, known as Multiple

Instance Learning (MIL), which proves to be particularly suitable for medical images and

videos analysis.

MIL algorithms by exploiting the class labels assigned globally to images or videos, allow

the detection of significant patterns at the local level useful to derive the global classification.

Manual segmentation is not necessary to train MIL algorithms, unlike traditional SIL (Single-

Instance Learning) ones. As a result, the troublesome manual image labeling phase is no

longer necessary at a local level, since it is sufficient to know only the global label of the

data. These solutions are attracting interest from the Medical Image and Video Analysis

(MIVA) community.

In addition , MIL algorithms guarantee good classification performance, allowing spe-

cialists not to lose sensitivity on data. The MIL approaches outline ideal solutions for image

and video analysis activities in a medical context.
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Chapter 2

Multiple Instance Learning

Problems: models and algorithms

“Ignoranti quem portum petat nullus suus ventus est."

[ There is no favorable wind for the sailor who doesn’t

know where to go.]

– Seneca, Letters to Lucilius, letter 71; 1975, pp. 458-459

Alan Turing in 1951 introduced the term of “artificial intelligence” referring to the at-

tempt to make programmable machines capable of analyzing and making decisions like

humans. Over time, “artificial intelligence” has developed research tracks such as expert

systems and machine learning, which have enormously grown in recent years thanks to the

availability of powerful computers and large and ever increasing amounts of digital data.

Multiple instance learning (MIL) is a variant to a variation of supervised learning ini-

tially proposed in the 1990s to solve the prediction problem of pharmacological activity [82].

MIL is one of the most recent and promising solutions, and is a weakly supervised form of

learning in which training instances are organized in sets, called bags, and a label is pro-

vided for the entire bag. This formulation is gaining interest because it naturally fits various

problems and it makes possible even to exploit weakly labeled data. As a result, it has been

used in various fields of application such as computer vision and document classification.

MIL provides a much more natural representation than that used in classical machine learn-

ing, where a single feature vector is used per object. Multiple instance classification (MIC)

is one of the most popular sub-paradigms of MIL, but not the only one. In recent years,

articles on multi-instance regression (multi-instance learning with continuous output) and

multi-instance clustering have appeared too.

One of the areas where MIL approach is gaining success is image classification task in the

medical field, as it allows to automatically detect target models locally in images or videos

and to propose automatic diagnoses for each image or video as a whole. However, learning

from bags creates important challenges from a mathematical point of view. We will analyze

MIL problems according to four main aspects: the composition of the bags, the types of data

distribution, the ambiguity of the instance labels and the activity to be performed. Referring

to recent works in the literature, it emerges that the methods that extract global information

at the bag level generally show a superior performance. The analysis of the introduced

aspects will allow us to establish why some types of methods have more feedback than

others as well as to outline useful guidelines for the design of new MIL methods.
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2.1 Introduction

Multiple instance learning (MIL) has attracted a lot of attention from the research commu-

nity, especially in recent years [83], [84]: the nascent interest is linked to the different nature

of the problems that scientific and industrial communities are called to face. The availability

of useful data to deal with major problems has increased exponentially. This is especially

in classification tasks where data labeling has always been a long-standing problem, weakly

supervised methods, such as MIL, appear to be useful because weak supervision is generally

used more efficiently.

Multiple instance learning deals with training data organized in sets, called bags. Super-

vision is provided only for whole sets and the individual labels of the instances inside the

bags are unknown. This assumption implies that images collected directly from Web can be

used to train object detectors, using tags associated with images as labels, taking advantage

of weak supervision rather than using locally annotated data sets [85], [86]. Medical images

are often characterized by only global labels related to patient diagnosis. By using weak

supervision, however, it will be possible to use them to train computer-aided diagnosis al-

gorithms. Computer vision systems are of particular interest as these integrated solutions

are able to provide an increasingly reliable second opinion to the specialists, and from them

it is possible to derive mobile applications that directly support the patient in self-diagnosis

and in the follow up of some diseases. In this sense the capacity of cameras and microphones

already equipped with smartphones as well as biometric signals that can be extracted from

wearable sensors feed the system with a continuous flow of data.

Alongside the possibilities described above it should not be overlooked that there are

different types of problems that lend themselves to being formulated as MIL problems. The

first applications of this technique concern the problem of the prediction of pharmacological

activity [82], in which it is expected that a molecule can induce a certain effect. Since the

single molecule can assume many conformations, each of which can alert or not, the obser-

vation of the effect of the single conformations is impossible. The solution to the problem

involves the observation of molecules as a group of formations: these premises have led the

scientific community to provide the MIL formulation. Recently, MIL has been increasingly

used in many other fields of application, including medical images and videos classification

[87],[88], text classification [89] and sound event detection [90].

While, on the one hand, the interest in MIL methods is growing in view of possible ap-

plications in various contexts, on the other hand, the knowledge of the main characteristics

of MIL problems has not been yet totally examined. The experimental results are not always

easy to interpret, and it happens that the proposed algorithms are applied to sets of inap-

propriate reference data. Another pitfall that must be taken into consideration concerns the

accuracy of the used models which, despite of good performance on synthetic data, do not

always generalize properly when applied to real world data. It is therefore important for our

aims to analyze the characteristics of MIL problems focusing on the ambiguity of instance

labels and on the grouping mode of data in bags. Recent literature [84], proposes to group

problem characteristics into four categories:

• Prediction level

• Bag composition
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• Label ambiguity

• Data distribution

Each of the listed characteristic offers interesting challenges to be addressed. A funda-

mental concept concerns the level to which the predictions can be executed once the in-

stances have been grouped according to some criterion in the bag. A bag-level prediction

instead of an instance–level prediction [91] has different misclassification costs, and requires

the adoption of specific algorithms [92], [93].

The proportions of the instances of the various classes and their relationships, also due

to the potential presence of noise on the labels, affect the performance of the MIL methods.

Problem characterization cannot be ignored when new MIL methods are proposed and com-

parative experiments are conducted. There are various aspects that must be investigated in

all application contexts. In computer vision, for example, instances can be spatially related,

but this relationship is not exploited in most bioinformatics applications.

The rest of the chapter is organized as follows. In Section 2.2 we will focus on MIL

assumptions looking at different learning activities that can be performed using the MIL

framework.

In Sections 2.3 and 2.4 we discuss respectively characteristics of MIL problems and the

possible paradigms to use for solving them.

The more important instance space-model are recalled in Section 2.5. Finally, in Section

2.6, a general further overview of the literature is provided.

2.2 Multiple Instance Learning Assumptions

When talking about MIL, a first aspect to understand concerns the two fundamental as-

sumptions for MIL problem: the standard assumption and the collective assumption [94].

The standard MIL assumption states that negative bags must contain only negative in-

stances and consequently that positive bags contain at least one positive instance. In the

literature, these positive instances are often referred to as witnesses. Binary classification

works fine in application contexts such as the medical one, when to make a diagnosis it is

necessary to decide between benign or malignant lesion.

To give a more formal definition, let us suppose that X is a bag defined as a set of feature

vectors X = {x1, x2, . . . , xN} and each xi belonging to the feature space X . Each instance

is associated with a specific class using a function f : X → {0, 1}, where the negative and

positive classes correspond to 0 and 1 respectively, i.e. to benign versus malignant diagnosis.

The bag classifier g(X) is defined by:

g(X) =







1, i f ∃ x ∈ X : f (x) = 1;

0 otherwise
(2.1)

This assumption is adopted in many of the early methods [82], [95], and it is also effec-

tively used in recent methods [96]–[98].

To correctly classify the bags according to the standard assumption, it is sufficient to

identify at least one positive instance in each positive bag and no positive instances in each

negative bag. See for example Figure 2.1, where a separating hyperplane correctly classify
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the represented bags. In particular, the red bags represent the positive bags while the blue

bags represent the negative ones.
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FIGURE 2.1: MIL approach for binary classification

In many real problems it is necessary that several instances must be positive to correctly

assign a positive label to the whole bag. For example, when surveying a forest, a single tree

is a positive example. However, an image containing only one tree cannot be defined as a

forest for which the image cannot be considered positive. In this case a bag classifier can be

provided by:






1, i f θ ≤ ∑x∈X f (x)

0 otherwise
(2.2)

where θ indicates the minimum threshold of positive instances needed to define positive

the whole image. By collective assumption we refer to the case in which the instances involve

more than one concept in order to correctly belong to a class. The example described in [94],

widely reported in the literature, refers to the concept of “beach” which must imply both the

presence of sand and of the sea. In cases such as those described, for a correct images classi-

fication, the model have to verify the simultaneous presence of both types of witnesses. This

circumstance invalidates the operation of many standard MIL approaches and it is overcome

when a positive bag requires the contextual presence of instances belonging to different pos-

itive classes. In this case the bag classifier g(X) can be defined as:







1, i f ∀ c ∈ C+ : θc ≤ ∑x∈X fC(x)

0 otherwise
(2.3)

where C+ is the set of the positive classes, and fc(x) is a process that generates 1 if x belongs

to the class C and θc indicates the number of instances belonging to C required to observe a

positive bag. To handle an assumption with multiple classes, such as the case just described,

various proposals have been made. In particular, in [99] the bag space is defined as the set of

all distributions of probability on the instance space. The author proposed that bags should
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be treated as latent distributions from which samples are observed. G. Doran showed that

it is possible to learn accurate instance-and bag-labeling functions in this setting as well as

functions that correctly rank bags or instances under weak assumptions.

2.3 Characteristics of MIL problems

In MIL literature four categories of key characteristics associated with MIL problems are

identified:

1. Prediction level

2. Bag composition

3. Data distribution

4. Label ambiguity

These categories of characteristics influence the behavior and performance of MIL algo-

rithms. Knowledge of the characteristic facilitates the proposal of various algorithms useful

for dealing with specific contexts. Moreover, each characteristic raises particular challenges

that must be faced.

2.3.1 Prediction: instance-level vs. bag-level

If we consider the object localization in images, the goal is reached if the individual instances

are classified. Solving this problem implies that in the classification task, the task is to learn

f (x) instead of g(x). In this particular case, a perfect classifier of instance f ∗(x) would result

in a perfect classifier of bags according to the standard MIL assumption:

g∗(X) =







1, i f ∃ x ∈ X : f ∗(x) = 1;

0 otherwise
(2.4)

Viceversa, since an instance can be viewed as a singleton bag, a perfect bag classifier

g∗(X) allows perfect instance classification. Given a dataset, the relationship between opti-

mal classifiers is no longer reciprocal, in the sense that a perfect instance classifier still leads

to an optimal bag classifier, but the inverse is not true. In MIL, instance labels are not avail-

able and therefore training an instance classifier is not trivial. In fact, many methods use

the accuracy of bag classification to train an instance classifier in the hope that bag-level

accuracy is representative of instance-level accuracy.

The bag level accuracy of a method does not reflect its accuracy at the instance level. This

differences in the cost function of the two activities highlight this aspect. In [92], it has been

shown that the relationship between accuracy at the two levels depends on many factors:

• number of instances in bags,

• class imbalance

• accuracy of the instance classifier.



56 Chapter 2. Multiple Instance Learning Problems: models and algorithms

It follows that the algorithms designed for bag classification are not necessarily effective

for the instance classification.

According to the MIL standard assumption, a bag is labeled positive when a witness is

identified by leaving out the labels of all other instances.

In this case, false positives (FP) and false negatives (FN) do not influence the accuracy of

the classification of the bags, but are still counted as classification errors at the instance level.

In MIL literature, a lot of methods deal with bag classification problem [83]. Many pro-

posed methods use measure bag classification accuracy to train an instance classifier. For

these purposes, predictions of the instances of a bag are aggregated, i.e. using the max func-

tion or a differentiable approximation, and the loss is calculated with respect to the bag label.

This idea has been adopted to train models such as logistic regression [100], boosting classi-

fier [101] and deep neural networks [86]. Conceptually, these methods, although proposed

for the instance classification, are not different from the bag classification methods working

in the instance space. These methods individually classify instances before predicting bag

labels; it is therefore clear that they can be directly used for instance level classification.

Since the use of bag classification accuracy as a surrogate optimization target is sub-

optimal, it has been proposed to consider negative and positive bags separately in the clas-

sifier loss function [102]. The accuracy on positive bags is assessed at bag level; conversely,

all instances are treated individually for negative bags.

This criterion has been proposed to improve the decision threshold of bag classifiers for

instance classification and to improve their accuracy [103].

In [104], within a SVM approach, a different weight is assigned to FP and FN. Virtually

any bag-level classifier can classify instances if they are viewed as singleton bags. Some

methods operate in discovering the true label of the instances and then subsequently training

an instance classifier.

One of the best known methods reported in the literature is mi-SVM [95]. This method

involves two iterative steps. First, the instance labels are initialized, and then an SVM classi-

fier is trained and used to update the label assignment. The method continues until the label

assignment remains unchanged. The SVM classifier thus determined is used to predict the

label of test instances.

In MILD [105], the authors propose a novel disambiguation method to identify the true

positive instances in the positive bags. The probability that an instance is positive depends

on the bag labels in its vicinity defined by a Gaussian kernel. The detected positive instances

are used to train an SVM classifier.

To transform the MIL problem into a classic single-instance learning (SIL) problem, two

feature representation schemes are proposed, respectively for instance-level and bag-level

classification.

2.3.2 Bag composition

Witness rate

The witness rate (WR) indicates the relationship between positive instances in positive bags.

High WR values indicate that the positive bags mainly contain positive instances and it is

possible to abstract that the label of the instances is the same as the label of the bag to which

they belong. The problem can be addressed as a supervised problem with unilateral noise

[106]. In some applications, WR despite being low can hinder the performance of many
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algorithms. For example, in methods such as Diverse Density (DD) [107] and APR [82]

instances are considered to have the same label as their bag.

When the WR is low, the simplification according to which it is possible to associate to

instances the label of the bag to which they belong implies lower performances. For exam-

ple, in methods that analyze the instance distribution in bags [108] a low WR creates conflict

because the positive and negative bag distributions become similar. Finally, in instance clas-

sification problems, lower WRs arise from serious class imbalance problems that lead to poor

performance for applied algorithms.

Several authors have put forward proposals for methods dedicated to contexts charac-

terized by low WR. In [109] a sparse transductive MIL (stMIL) is proposed which is a SVM

formulation that, in order to better manage the low WR bags, requires the modification of

the SVM optimization constraints such as to be satisfied in correspondence with the identi-

fication of at least one witness in positive bags. To solve this situation, Sparse balanced MIL

(sbMIL) [109], adopts a WR estimatation as a parameter in the optimization function.

Relations between instances

Most existing MIL methods assume that positive and negative instances are sampled inde-

pendently from a positive and a negative distribution. However, in the real world data there

is a correlation between instances and bags [110]. In literature we distinguish three types of

possible relationships: similarities within the bag, co-occurrences of instances and structure.

• Similarities within the bag. In some problems, the instances belonging to the same bag

share similarities with the applications of other bags. Consider the case of medical

images of an organ which, although extremely similar, are indicative of a healthy state

rather than a pathology. In this case it is likely that all the segments share some relative

similarities such as for example a lighting factor or the presence of noise due to the

image acquisition technique. Even the segmentation algorithms used could cause the

background of an image to be divided into very similar segments. The similarity of

the instances is enhanced by their proximity in the metric space used by the classifier.

Depending on the type of data, the similarity or dissimilarity can be measured using

different distance measurements like Euclidean, cosine or χ2.

A good way to mitigate the problems related to similarity within the class is to define

a new instance space in such a way that the distance is more related to the class than

to the bag membership. The choice of the new space can be obtained by taking into

consideration the features that actually discriminate between the classes. The goal is to

maximize the distance between the negative instances and the most positive instance

of each positive bags. Different methods include the integrated selection of weighting

functions or mechanisms.

Finally, feature learning methods project instances into a dimensionless space in which

class discrimination is applied at bag level. Usually this means maximizing the dis-

tance between negative instances and the most positive instance of each positive bag

in the projection space.

• Instance co-occurrence. When instances share a semantic relationship, they co-occur

within the bags. This type of correlation appears when it is more probable that the

subject of an image is placed in a certain context rather than in another, that is when
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some objects are often found together (for example, knife and fork). Referring to spe-

cific application cases, the co-currence represents an opportunity to be seized to have

greater precision. In certain cases the co-occurrence represents a necessary condition

to obtain a correct classification. One of the most reported examples to explain this

concept is due to Foulds and Frank [94] and concerns the classification of images of

beaches, even considering images containing only “desert” and only “sea”.

FIGURE 2.2: Classification of images into beach (top row) and non-beach
(bottom row) [94].

One image will belong to the beach class, if instances of the class sea and sand are in

the same bag. Conversely, if only one of these classes is present in the image, then

the class is non-beach. This type of data occurs rather frequently in image classifica-

tion activities. Most methods that work under the collective assumption [94] naturally

exploit co-occurrence. Many of these methods represent the bags as distributions of

instances that indirectly explain the recurrence. Although useful for classifying schol-

arships, for example classification problems, the recurrence of instances can confuse

the student. If a given positive instance often coincides with a given negative instance,

it is more likely that the algorithm considers the negative instance positive. This oc-

currence would lead to a higher false positive rate (FPR).

• Instance and bag structure. Some problems refer to data characterized by an underlying

structure between the instances extracted from the same bag or between different bags

[111]. The term “structure” means a more complex concept of simple recurrence, in

the sense that the instances are significantly correlated or follow a certain order. Un-

derstanding the structure is possible through the analysis of the considered domain,

and can lead to better classification performances [112], [113]. In general, structure can

be spatial, temporal, relational or even causal. For example, when the bag is a video

sequence, all the frames are naturally ordered both in time and space. Capturing the re-

lationships of a particular context is not easy. To facilitate this task, dedicated graphic

models have been proposed that exploit the structure to model the relationships be-

tween stock exchanges, instances or both [114], [111]. The structure, both temporal

and spatial, between the instances can be modeled in different ways. In Bag of Words



2.3. Characteristics of MIL problems 59

(BoW) models for computer vision, this can be achieved by splitting images [115] or

videos [112] into different both spatial and temporal regions of interest (ROI). Each

zone is individually characterized and the final representation is the concatenation of

all ROI feature vectors.

2.3.3 Data distributions

Similar to traditional supervised learning, different MIL works are proposed under the as-

sumption that a representative training set is available for a proper learning of the classifier.

That is to say, the training data can appropriately describe the distribution of positive and

negative data in the testing set. However, this assumption may not be always satisfied. In

real-world MIL applications, the negative data in the training set may not sufficiently repre-

sent the distribution of negative data in the testing set. When a representative training set is

not available, learning an appropriate MIL class becomes crucial for real applications.

The choice of design of MIL algorithms must take into account some delicate aspects

concerning the nature of the overall distribution of the data.

Multimodal distributions of positive instances

Some MIL algorithms work by assuming that positive instances are found in a single cluster

or in a region of feature space. This assumption has been used by several early methods such

as Axis-Parallel hyper-Rectangles (APRs) [82], which tries to determine a hyper-rectangle

that maximizes the inclusion of instances from positive bags, excluding instances from neg-

ative ones or methods such as Diverse Density (DD) [107] that follow a similar idea using a

framework to learn a simple description of a person from a series of images (bags) containing

that person. These methods look for the point in the function space closest to the instances

in positive bags, but away from the instances in negative bags. This point is considered the

“positive concept”.

Some more recent methods also follow the assumption of the single cluster. In [97], the

classifier is a sphere that includes at least one positive instance from each positive bag ex-

cluding instances from negative bags. In [97] the authors proposed SDB-MIL, a Sphere-

Description Based approach for Multi Instance Learning. SDB-MIL identifies an optimal

separation sphere by determining a large margin between instances. SDB-MIL also guaran-

tees that each positive bag has at least one instance inside the sphere and all negative bags

are outside the sphere.

Enclosing at least one instance from each positive bag in the sphere enables a more de-

sirable MIL classifier when the negative data in the training set cannot sufficiently represent

the distribution of negative data in the testing set. The single cluster hypothesis is reason-

able in some applications but problematic in many other contexts. In image classification,

the target concept can correspond to many clusters.

This assumption provided the starting point for the realization of MIL methods capable

of learning multimodal positive concepts. SVM-based methods of space-instances such as

mi-SVM [95] can handle disjoint regions of positive instances using a kernel. Two novel for-

mulations of multiple-instance learning in terms of maximum margin problem are presented

in [95]. These two extensions of the SVM learning approach lead to mixed integer quadratic

programs that can be solved heuristically.



60 Chapter 2. Multiple Instance Learning Problems: models and algorithms

The proposed generalization of SVMs makes a state-of-the-art classification technique,

including non-linear classification via kernels.

In [116], Amores pays special attention to vocabulary-based approaches: the empirical

comparison includes seven databases from four heterogeneous domains, implementations

of eight popular MIL methods, and a study of the behavior under synthetic conditions. Fur-

thermore, the methods that model the distribution of instances in bags such as vocabulary-

based methods naturally deal with data sets containing multiple concepts.

Multiple Instance Learning (MIL) has been used successfully in various applications, in-

cluding image classification. Existing MIL methods, however, do not address the problem

where positive instance distributions are multi-modal. This is a limitation for MIL models in

many real world applications. In order to solve this problem, in [117], the authors propose a

MIL novel discriminative data-dependent mixture-model method (MM-MIL) for image clas-

sification. MM-MIL addresses the multi-target problem through a data dependent mixture

model, which allows positive instances to come from different clusters.

Furthermore, the kernelized representation of the proposed model allows effective and

efficient learning in high dimensional feature space.

Non-representative negative distribution

In classic multiple instance learning (MIL), positive and negative bags are usually needed to

learn a prediction function. In some studies, such as [99], it is pointed out that the learning

of the concepts of instance assume that the distribution of the data is identical both in the

testing and training phase. This assumption is satisfied for positive needs, but not for nega-

tive data where training data cannot always be dedicated to the distribution of the negative

instance. If sufficient training data has been provided, the algorithm can learn by keeping

the target object. However, some objects can be found in various contexts; in these cases it is

impossible to entirely model the negative class distribution. Vice versa, in some applications

the object of the research can find itself alone in contexts requirements and can be modeled

using a finite number of samples. However, a high human cost is needed to know the label

of each positive or negative bag.

Our lenses are contained only in positive bags, while negative bags contain noise or back-

ground. In this context it is reasonable not to invest too many resources to label negative

bags. Surprisingly though, many existing MIL methods require enough negative bags in ad-

dition to the positive ones. For this reason, some methods limit themselves to modeling only

the positive class, managing appropriately several negative distributions in the test phase.

In most cases, these methods look for a region that includes the positive concept. In

APR [82] this region is a hyper-rectangle, while in many others it is a collection of hyper

spheres [97], [118], [119]. These methods perform the classification based on the distance

from a point (concept) or from a region in the space of the features: the determination of this

point can coincide for example with the center of the instances, be they positive or negative,

or be differently defined. Anything that is far enough from the point, or that lies outside

the positive region, is considered negative. In this way, the form of the distribution of the

negative class is not important.

Some non-parametric methods, such as Citation-kNN [120], exploit a similar approach

by measuring the distance with respect to positive instances, instead of respect to positive

concepts. The MIL problem can still be modeled as a problem of a class, in which the object
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class of interest is defined by positive instances. Several methods using one-class SVM have

been proposed. In particular, in [121], the authors propose an algorithm called “Positive

Multiple Instance” (PMI), which learns a classifier given only a set of positive bags, which

does not require the annotation of negative bags. PMI uses the assumption that the unknown

positive instances in positive bags are similar to each other and form a compact cluster in

the feature space such that negative instances are all outside of it. The experimental results

show that PMI provides comparable performances, using a reduced number of training bags

respect the ones requested by traditional MIL algorithms.

2.3.4 Label Ambiguity

The ambiguity of the label is an aspect that must be taken into consideration in the weak

supervision. With the MIL approach, this ambiguity can take different forms depending on

the assumption with which the problem is formulated. If the standard MIL assumption is

adopted, there are no ambiguities on the labels of the instances extracted from the negative

bags. If relaxed MIL hypotheses are adopted, there may be sources of ambiguity such as

noise on labels and different label spaces for instances and bags.

Label noise

The MIL algorithms that adopt the standard assumption require that the bags are correctly

labeled. Even a single negative instance that is close to the positive concept can affect the

performance [122], as well as a bag mistakenly labeled as positive, would lead to a high False

Positive Rate (FPR) [105].

For example, in artificial vision applications, an image can contain many objects and it

could happen that it is not correctly labeled. Even in text classification there may be similar

problems, perhaps due to the use of analogies. The methods that adopt the collective as-

sumption can effectively managed label noise, as these methods assign the label exclusively

verifying the presence of positive instances belonging to several classes. Another strategy to

deal noise is to establish a threshold for positive classification, where the threshold value is

based on the number of positive instances in bags. The method proposed in [123] uses both

the threshold and the media strategies. First of all, the instances of a bag are classified from

the most positive to the least positive, and the bags are represented by the average of the

highest level instances and by the average of the lowest level instances.

Label spaces

In some formulations of MIL problems, instances and bags have not the same label space.

Occasionally, these different spaces will correspond to different levels of detail. For example,

a bag labeled as a diagnostic image of the abdomen will contain labeled instances related to

the various organs. In other cases instead, the instance labels have not immediate semantic

meanings; referring for example to a leopard-print dress, whose instances could be similar

to those extracted from photos of real animals.

Methods that adopt the standard MIL assumption are unsuitable when the instances can-

not be assigned to a specific class. Therefore, in these cases, it is necessary to use collective

assumption by using vocabulary-based methods [116]. These MIL methods associate in-

stances to words discovered from instance distribution. The bags are thus represented by

distributions on these words.
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All the peculiarities presented in this paragraph refer to a series of MIL problems, which

must be specifically addressed. The choice of the best model for a given application is really

complex.

2.4 MIL Paradigms

There are many contexts where problems can be effectively formulated using the multi-

instance learning approach: pharmacy, text classification, image classification, speakers iden-

tification and bankruptcy prediction, to name a few. Starting from a training set of bags with

known labels, the classification task in MIL consists in the prediction of the class label of

unseen bags (see Figure 2.3).

FIGURE 2.3: Procedure of MIL classification problem

The MIL algorithm exploits the training data to learn a classifier, which is subsequently

used to predict the class label of new examples. Traditional single-instance classification

represents each learning pattern with one instance in the form of a feature vector. Thus,

in an image classification problem that tries to classify an image of the category zebra, the

image would be represented by one instance as a feature vector. Each observation has an

associated class label (label zebra or label no zebra). In the MIL representation each bag is

represented with several instances or feature vectors (instances).

The bag as a whole has an associated label, but class labels of instances inside it are

unknown. We know that if the bag label is zebra, at least one instance contains a zebra.

However, it is not known which instance contains the learning object nor whether there is

more than one instance containing it.

2.4.1 Taxonomy of MIL paradigms

In MIL terminology, a bag is a set X = {x1, ..., xN}, where the elements xi are feature vectors

called instances, and the cardinality N can vary across the bags. All the instances xi are

vectors in a d-dimensional feature space, Rd, called instance space. As we have introduced

before, MIL classification problem aims at learning a model, at training time, that can be used

to predict the class labels of unseen bags. Focusing on the binary classification problem, a

bag X can be either positive or negative, and MIL model have to estimate a classification

function g(X) ∈ [0, 1] that provides the likelihood that X is positive.

In order to learn g(X), MIL model uses a training set with M bags and their correspond-

ing labels, T = {(X1, y1), ..., (XM, yM)}, where yi ∈ {−1, 1} is the label of Xi and in partic-

ular, yi = −1 if Xi is negative, and yi = 1 if it is positive. Over the bag-level classification
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function g(X), many methods are focused on learning an instance-level classification func-

tion f (xi) that operates directly on the instances xi.

Nowadays, the proposed MIL algorithms for classification problems cover all categories

of machine learning methods. From decision rules and tree methods to the most sophisti-

cated evolutionary methods or support vector machines, all of these algorithms have been

reformulated according to a MIL approach. The great interest aroused by the MIL ap-

proaches for a series of application contexts, and the growing number of MIL algorithms

has raised the need to create their own taxonomy that differentiates them according to dis-

tinctive features. As in the case of traditional single-instance learning, various proposals

have been made to create an exhaustive and exclusive taxonomy. The taxonomy currently

most followed is that proposed by Amores in [83]. This taxonomy, classifies the MIL meth-

ods for Classification (MIC) problems based on the way in which the existing information in

the data is used, into the following three groups:

• Instance Space (IS): algorithms that determine the discriminating functions within

the instance space. The bag label is derived using a multiple instance assumption

which links the instance labels to that of the bag. In IS paradigm, a discriminating

instance level classifier f (x) is trained to allow the separation of instances in positive

bags from those in negative ones. Considering a new bag X, the g(X) bag classifier is

obtained by aggregating the evaluations at the instance level f (x), where x ∈ X. The

Instance-Space paradigm does not look at global characteristics of the bag, exploiting

local information through the use of instances.

• Bag Space (BS): methods that work in the bag space and define the similarity through

distance measurements between bags, allowing them to determine the spatial relation-

ships between bags and classes. In the BS paradigm, each bag X is treated as a whole

entity and the learning process discriminates between bags. It follows that a discrim-

inative bag-level classifier g(X) uses the information of the entire bag X to establish

the class of X. With the BS paradigm, the decision is made by analyzing the entire

bag, rather than aggregating decisions at the local level. Since the bag space is non-

vector, BS methods adopt non-vector learning techniques for which the definition of

a distance function D(X, Y) is provided. Through the use of distance D(X, Y) it be-

comes possible to compare two bags X and Y namely two non-vectorial entities. The

distance function D(X, Y) can be used in any standard distance-based classifier such

as K-Nearest Neighbor (K-NN) or in any kernel-based classifier like SVM.

• Embedded Space (ES): algorithms that transform the original input space into a em-

bedded space, in which the bags are described by single-attribute vectors. Single in-

stance algorithms can be applied in the induced space. In the ES paradigm, each bag

X bag is mapped onto a single feature vector. The original bag space is mapped onto

an vectorial embedded space, where the classifier is learned. In this way the original

classification problem is transformed into a standard supervised learning problem, in

which each feature vector has an associated label. Thus, it becomes possible to use

any standard classifier like those seen in Section 1.5. The ES paradigm is also based

on global information at the bag level; in fact the generic bag X is represented by a

function vector v which contains all the information of interest of the bag. Given this
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feature vector, it is worth for the bag-level classifier that g(X) = f (v), where f is a

discriminant classifier that operates on the vector v representing the entire bag.

Practically, the taxonomy proposed in [83] includes two main categories: instance-based

methods and bag-based methods, in turn divided into two categories that differ in their use

of an embedded space or not.

Basically, the taxonomy introduced by Amores classifies the methods based on whether

they focus on information at the instance level (IS paradigm) or global information at the

bag level and, differentiating in this latter case the methods that implicitly extract the rele-

vant information (BS Paradigm) or those that extract information explicitly (ES paradigm).

It is worth emphasizing that both ES and BS paradigms exploit global information at the

bag level, but differ in the way information is extracted. In the BS paradigm, information

is implicitly extracted by defining a distance function or kernel. In the ES paradigm, the

extraction of information from the whole bag is carried out explicitly by defining a mapping

function that represents the relevant information in a single vector v. In addition, there is

also a computational cost characteristic for each paradigm.

2.5 Instance Space Models

The aim of this thesis is related to the classification problems of medical images using in-

stance space Multiple Instance Learning optimization methods. In particular we refer to the

instance space methods. In this section we report some of the literature models to which we

have referred and inspired.

2.5.1 Support Vector Machines for Multiple Instance Learning

In [95], Andrews, Tsochantaridis and Hofmann presented an innovative classification tech-

nique, which lends itself through the kernel transforms to be used also in the non-linear

classification. In particular, this innovative generalization of the SVM techniques has been

presented in two multi-instance learning formulations as a maximum margin problem lead-

ing to mixed integer quadratic programs that can be heuristically solved.

The classic SVM method is modified and extended to allow the resolution of MIL prob-

lems. The first approach explicitly treats the labels of the model as unobserved integer vari-

ables, subject to the constraints defined by the (positive) labels of the bag. The aim becomes

to maximize the soft-margin, namely the usual pattern margin, jointly on hidden label vari-

ables and a linear or kernelized discriminant function. The second introduces a generaliza-

tion of the notion of margin to the bags of which it aims to maximize the margin. The first

approach is particularly indicated when it is necessary to obtain an accurate classifier at the

model level, the second one when it is necessary to classify new test bags. In the case of sin-

gleton bags, i.e. when the instance coincides with the entire bag, both methods are identical

and refer to the standard SVM soft margin formulation.

The mi-SVM model

The first formulation of MIL presented in [95] is a mixed integer formulation known as mi-

SVM.
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Let J+ be a set of m positive bags of instances and J− be a set of k negative bags of

instances:

Positive Bags J+ = {J+1 , . . . , J+m}

Negative Bags J− = {J−1 , . . . , J−k }

Let’s indicate by xj ∈ R
n the j-th instance belonging to a generic bag, both positive or

negative. In classic instance based SVM, we would look for a hyperplane H, separating the

instances belonging to the negative bags from those belonging to the positive ones:

H , {x ∈ R
n|wTx + b = 0}

More precisely, defining the couple of shifted hyperplanes H− , {x|wTx + b = −1} and

H+ , {x|wTx + b = 1}, we would require, for all instances belonging to negative bags and

to positive bags, respectively:

wTxj + b ≤ −1, (2.5)

and

wTxj + b ≥ 1, (2.6)

Consequently, we would associate, to each couple hyperplane-instance, the classification

error

max{0, 1 + (wTxj + b)}, (2.7)

if the instance belongs to a negative bag, and

max{0, 1 − (wTxj + b)},

otherwise.

In practical applications such an approach appears restrictive whenever (e.g. in image

classification) negative and positive bags exhibit a significant degree of similarity, which

results in bag overlapping in the feature space.

In the approach proposed in [95], instead, we look for a hyperplane H such that:

i) all negative bags are contained in the set S− , {x|wTx + b ≤ −1};

ii) at least one instance of each positive bag belongs to the set S+ , {x|wTx + b ≥ 1}.

Since it is impossible to know in advance whether or not such a hyperplane exists, an

optimization model is introduced (see [95]), where the decision variables are the couple

(w ∈ Rn, b ∈ R) defining the possibly separating hyperplane H and the labels yj ∈ {−1, 1}
to be assigned to all instances of the positive bags.

The twofold objective consists of minimizing the classification error and of maximizing

the separation margin, defined as the distance between the shifted hyperplanes H− and H+.

The model is the following:
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mi-SVM































z∗ = min
w,b,y

f (w, b, y)

∑
j∈J+i

yj + 1
2

≥ 1, i = 1, . . . , m

yj ∈ {−1, 1}, j ∈ J+i , i = 1, . . . , m,

(2.8)

where

f (w, b, y) ,
1
2
‖w‖2 + C

k

∑
i=1

∑
j∈J−i

max{0, 1+ (wTxj + b)}+ C
m

∑
i=1

∑
j∈J+i

max{0, 1− yj(w
Txj + b)}

with C > 0 representing the trade-off between the margin and the classification error objec-

tives. A discussion on the structure of function f is in order. It is the sum of three terms:

1.
1
2
‖w‖2. Minimization of the norm of w ([36]) leads to maximization of the margin,

which in fact can be expressed as 2
‖w‖ .

2.
k

∑
i=1

∑
j∈J−i

max{0, 1 + (wTxj + b)}. This term (see (2.7)) represents the total classification

error of the negative bags;

3.
m

∑
i=1

∑
j∈J+i

max{0, 1 − yj(w
Txj + b)}. This term represents the total classification error of

the instances belonging to positive bags.

Note that for each such instance xj satisfying (2.6), the error can be driven to zero by simply

setting the corresponding yj = 1. Note also that for those of such instances falling on the

wrong side, that is satisfying condition (2.5), the error can be driven to zero as well by setting

yj = −1.

On the other hand constraints

∑
j∈J+i

yj + 1
2

≥ 1, i = 1, . . . , m (2.9)

impose that at least one instance of each positive bag is labelled by yj = 1. Consequently if

all instances of a positive bag fall in the complement to S+, then the error associated to such

bag is strictly positive. Summing up, the classification error is equal to zero if and only if all

negative bags are contained in the set S−, at least one instance of each positive bag belongs

to the set S+ and no instance of any positive bag falls in the area where |wTx + b| < 1.

In [95] problem P (2.8) has been tackled by means of two different heuristic techniques,

based on solving successive SVM quadratic programs.

The mi-SVM formulation refers to mixed integer programming problem that meets the

requirements of the MIL formulation; mi-SVM aims both to find the optimal labeling and to

determine the optimal discriminant.

In mi-SVM formulation the yi labels of the xi belonging to the positive bags are treated

as unknown integer variables. In this way, a soft margin criterion is maximized jointly on

possible label and hyperplane assignments in mi-SVM.

In the formulation mi-SVM (2.8), the objective function f is non-smooth. Introducing the

variables ξ j , the model can be rewritten linearly as follows:
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mi-SVM l















































































z∗ = min
w,b,y,ξ

f (w, b, y, ξ)

ξ j ≥ 1 − yj(w
Txj + b) j ∈ J+i , i = 1, . . . , m,

ξ j ≥ 1 + (wTxj + b) j ∈ J−i , i = 1, . . . , k,

ξ j ≥ 0 j ∈ J+i , i = 1, . . . , m,

ξ j ≥ 0 j ∈ J−i , i = 1, . . . , k,

∑
j∈J+i

yj + 1
2

≥ 1, i = 1, . . . , m

yj ∈ {−1, 1}, j ∈ J+i , i = 1, . . . , m,

(2.10)

where:

f (w, b, y, ξ) , min
w,b,y,ξ

1
2
‖w‖2 + C

k

∑
i=1

∑
j∈J−i

ξ j + C
m

∑
i=1

∑
j∈J+i

ξ j.

The MI-SVM model

In [95] an alternative way to apply maximum margin ideas has been proposed following the

MIL approach. In particular, the notion of margin has been extended from single patterns to

sets of patterns.

For the mi-SVM formulation, the margin of each pattern in a positive bag is important,

although it is possible to have the freedom in choosing the label variables aiming at mar-

gin maximization. In the bag-centered formulation, only one model for positive bag counts,

since it will determine the margin of the bag. As introduced in the formulation of the previ-

ous model, let J+ be a set of m positive bags of instances and J− be a set of k negative bags

of instances:

Positive Bags J+ = {J+1 , . . . , J+m}

Negative Bags J− = {J−1 , . . . , J−k }

The j-th instance belonging to a generic bag, both positive or negative is indicated by

xj ∈ R
n. The goal is to determine a hyperplane H, separating the negative bags from positive

ones:

H , {x ∈ R
n|wTx + b = 0}

The definition of a MIL version of the soft-margin classifier, using the notion of a bag

margin, descends:

MI-SVM



















min
w,b

1
2‖w‖2 + C

k

∑
i=1

max{0, 1 + max(wTxj + b)}

+C
m

∑
i=1

max{0, 1 − max
j∈J+i

(wTxj + b)}
(2.11)

where k is the number of negative bags and m is the number of positive bags.

Some considerations should be emphasized in relation to errors on positive and negative

bags.
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The error on positive bags is evaluated through:

max{0, 1 − max
j∈J+i

(wTxj + b)}

It follows that when the error occurs in the positive bags, it appears that:

1 − max
j∈J+i

(wTxj + b) > 0

that is:

max
j∈J+i

(wTxj + b) < 1

An error occurs on a positive bag if the hyperplane values in all points are < 1, or if the

max of these values is smaller than 1.

The error on negative bags is evaluated through:

max{0, 1 + max
j∈J+i

(wTxj + b)}.

It follows that when the error occurs in the negative bags, it appears that:

1 + max
j∈J+i

(wTxj + b) > 0

that is:

max
j∈J+i

(wTxj + b) > −1

An error occurs on a negative bag if at least the value of the hyperplane at a point is

greater than −1, or if the max of the hyperplane values in all points of the bag is greater than

−1.

2.5.2 The Mangasarian and Wild Model

In the previous section we provided two different formulations of mi-SVM and MI-SVM

models proposed by Andrews et al. [95]. These models actually extend the use of the SVM

to MIL problems.

In mi-SVM they use integer variables to select the class of points in positive bags. On

the contrary, with the formulation proposed in [124], continuous variables are introduced to

represent the convex combination of each positive bag that is expected to be positioned on

the positive side of the separation hyper-plan leading to the following optimization problem:

MICA



























z∗ = min
w,b,λ

f (w, b, λ)

∑
j∈J+i

λ
(i)
j = 1 i = 1, . . . , m,

λ
(i)
j ≥ 0 j ∈ J+i , i = 1, . . . , m,

(2.12)

where:
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f (w, b, λ) , min
w,b,λ

1
2
‖w‖1 +C

k

∑
i=1

∑
j∈J−i

max{0, 1+wTxj + b}+C
m

∑
i=1

max{0, 1−wT( ∑
j∈J+i

λ
(i)
j xj)− b}

In the above formulation, the objective function f is non-smooth. We linearize the classi-

fication error by introducing the variables νi and ξi obtaining:

MICA L



















































































z∗ = min
w,b,λ,ξ,ν

f (w, b, λ, ξ, ν)

νi ≥ 1 − wT( ∑
j∈J+i

λ
(i)
j xj)− b, i = 1, . . . , m,

ξ j ≥ 1 + wTxj + b j ∈ J−i i = 1, . . . , k,

∑
j∈J+i

λ
(i)
j = 1 i = 1, . . . , m,

λ
(i)
j ≥ 0 j ∈ J+i , i = 1, . . . , m,

νi ≥ 0 i = 1, . . . , m,

ξi ≥ 0j ∈ J−i , i = 1, . . . , k

(2.13)

where:

f (w, b, λ, ξ, ν) , min
w,b,λ,ξ,ν

1
2
‖w‖1 + C

k

∑
i=1

∑
j∈J−i

ξ j + C
m

∑
i=1

νi

The model introduced by Mangasarian and Wild [124] is characterized by two funda-

mental points:

1. treats the positive bags in terms of instances convex hulls;

2. adopts the L1 norm which in the case of classic SVM returns a linear programming

problem instead of a quadratic problem, also providing a more sparse solution.

The first point implies that the coefficients of the instances convex hulls become variables

that must be managed in the model. The adoption of the L1 norm has positive implications

in features selection applications, allowing to identify the significant features of the faced

problem.

2.6 An overview of MIL literature

Many problems of interest lend themselves to being formulated as MIL problems: this is

the reason why in the literature there is a great variety of MIL algorithms proposed by var-

ious scientific communities. Against this, there are few studies that carry out general MIL

investigations. In this section, we will refer to a series of publications that refer to general

characteristics of MIL problems or to specific contextualization related to the use of these

models in the field of image analysis.

The first survey on MIL is a technical report written in 2004 [125]. In multi-instance

learning, the training set includes labeled bags made up of unlabeled instances and the task

is to provide the labels of unidentified bags. Starting from applications for Drug Activity

Prediction, the developments on the study of learning, learning algorithms, applications
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and extensions of multi-instance learning were examined. In particular, this document con-

stitutes a first attempt at a unified vision in which multi-instance learning algorithms are

examined.

One of the common incurred errors is to apply MIL algorithms being guided by the sim-

ilarity of the data sets in the considered context, or by the size of the data. Any unobserved

properties influence the performance of MIL algorithms: this is why some authors suggest

comparing MIL with other supervised learning settings.

Ray and Craven [100] have found that supervised methods often produce better results,

and that in general, algorithm performance depends on a number of factors.

There have been many proposals for Multiple Instance Learning related to content-based

image retrieval (CBIR). The intended purpose is to classify all images using only a small

data set with a label. Most MIL algorithms use images only for data test ignoring the use for

learning process too.

In [126] the authors presented MISSL, a semi-supervised learning framework able to

transform multiple instance problems into an input for a single-instance semi- supervised

learning method graph-based. MISSL codified the multiple-instance aspects of the problem

by operating both at the bag level and at the instance level. Unlike most prior MIL learning

algorithms, MISSL made use of the unlabeled data, and showed potential to make use of the

large amount of unlabeled data available for CBIR applications.

In [109], Bunescu et al., present a novel MIL approach useful when the positive bags con-

tain sparse positive instances. The proposed approach enforced the constraint related to the

assumption that at least one of the instances in a positive bag is positive showing effective

accuracy when positive bags are sparse. Experimental results showed that the proposed ap-

proach overcomes the previous SVM methods on image data sets and behaves competitively

on other types of MIL data.

In 2008 Babenko published a report [127] containing an updated survey on the main

families of MIL methods and highlighted two types of ambiguity in the MIL problems. Su-

pervised traditional learning requires a set of training data where the label is known for each

data item. In many applications, it is an hard task to accurately assign labels to the inputs:

the MIL learning paradigm enables the definition of a classifier from ambiguously labeled

data. The ambiguities highlighted in this work concerned polymorphism, in which each in-

stance is a distinct entity or a distinct version of an entity (i.e. conformations of a molecule),

and the partial ambiguity in which all instances are parts of the same object (i.e. segments of

an image). As in the case of supervision, the performance of various algorithms depends on

the data sets and there is no algorithm that can be called to be the best in an absolute way.

Foulds and Frank [94] have reviewed the hypotheses on which the MIL algorithms are

based; these hypotheses influence the functioning of the algorithms on different types of data

sets. In particular, they discovered that the algorithms that work assuming the collective

assumption work well also with data sets corresponding to the standard MIL assumption.

In [128], Babenko et al., faced the object tracking problem by an adaptive model. The

aim of the proposed solution is to obtain a good performance at real-time speed, training a

classifier in online mode to separate the object from the background through “tracking by

detection” technique. This type of contribution will prove to be interesting, when, as in the

context of medical imaging, it will be appropriate to isolate the lesion to be examined from

the rest of the tissue.
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The presented classifier uses the current tracker status to extract positive and negative

examples from the current frame. Mistakes in the labeling phase can be caused by slight

inaccuracies in the tracker: the adoption of MIL instead of traditional supervised learning

soothes these aspects and makes the model more robust.

Further developing the themes presented in [128], Babenko et al., addressed the problem

of tracking an object in a video given its location in the first frame and no other information

using the just proposed tracking techniques called “tracking by detection” [129].

These methods train a discriminative classifier in an online manner to separate the object

from the background. In particular, accurate experimental results were presented on a series

of video clips using a new technique to update an adaptive model of the tracking system:

use of MIL approach to train the appearance classifier insures more robust tracking respect

to partial occlusions, and various appearance changes.

Works such as the one presented show further challenges to face. Adaptive appearance

models cannot avoid the problems that appear when the object is completely occluded for

a long time or the object is not present in the scene: in coherence with these situations an

adaptive appearance model start learning from incorrect examples losing track of the ob-

ject. Another challenge is to draw articulated objects that cannot be easily outlined except

through a part-based approach, and again, a possible use of online algorithms for learning

multiple instances could be useful to manage areas outside of visual.

Bergeron et al., presented a bundle algorithm for multiple-instance classification and

ranking useful for many problems that have a special structure [130]. The functions of mul-

tiple instance loss are generally non-fluid and non-convex and are often addressed by con-

verting them into non-convex optimization problems solved in an iterative way. Inspired by

linear gradient-based methods for support vector machines, the authors optimized the tar-

get directly using a non-convex bundle method. The computational results showed that this

method is linearly scalable, without sacrificing the accuracy of the generalization, also facili-

tating kernel modeling. This work present, for the first time, a linearly scalable algorithm to

solve multi-instance learning problems using a non-convex non-regular bundle algorithm.

Although its computational complexity has not been formally established, the MIL bundle

showed to have a linear time scalability in the sample size.

As a result, MIL problems can be studied in more detail, allowing models to be created

from larger samples, using more features and allowing more complex tasks, including fea-

ture selection. From this point of view, the authors highlight the opportunity inherent the

possibility of using Big Data information in sensitive sectors such as computational chem-

istry and other applications.

Sabato and Tishby [131] analyzed MIL sample complexity discovering that the statistical

performance of the MIL depends only slightly on the number of instances inside bag. In this

work a unified theoretical analysis for MIL was provided, which applies to any underlying

hypothesis class, regardless of a specific application or domain of the problem. This allows

to think on applications that can take into consideration an appropriate number of instances

for single image, and raises from the question that instances randomly taken can generate

incorrect labels.

Other works focus on specific classes of algorithms and are related to specific applica-

tion contexts. For classification task, many works analyze SVM solutions that provide better

performance for the classification of instances or bags, depending on the properties of the

method and the size of the data set [132]. The context of pattern analysis has attracted many
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researchers, enticed by the possibility of implementing frameworks that can be used in sen-

sitive contexts such as the medical one.

In [133] Xu et al., presented in 2014 an interesting overview on high-level tasks solved

with a minimum of manual annotation showing good feature representations for medical

images. More precisely, the experimental section refers to a dataset consisting of colon can-

cer histopathology images. In medical image analysis, objects like cells, organs and lesion

are characterized by significant clinical features. Identifying the features of interest in a given

application context is a very difficult task and requires skills in choice, in formulation and

in software implementation of the selected features. With the aim of bypassing this arduous

step, the authors study automatic extraction of feature representation through deep learning

(DNN). Furthermore, detailed annotation of objects is often an ambiguous and challenging

task: the use of MIL framework in classification training with deep learning features can mit-

igate this issue. Experiments on image features representation allow us to draw interesting

conclusions [133]:

(1) automatic features learning is better than the manual one;

(2) the performance of unsupervised approach are not too different rather full supervised

ones;

(3) in supervised deep learning features, the MIL performance is better than the super-

vised performance.

For an effective operation, the proposed framework requires the availability of a lot of data.

In fact, if the data set is not sufficiently numerous, the features that the model learns do

not guarantee the best performances, resulting worse than solutions based on supervised

learning. A series of skepticisms regarding the use of DL techniques remain open concerning

the lack of clarity on the way the model works and on its selection criteria.

Alpaydin et al. [93] have carried out a study related to application of instance-space and

bag-space classifiers on synthetic and real world data. It has been shown, that for data sets

with few bags, it is preferable to use an instance space classifier, and that if the instances pro-

vide partial information on the bag labels, it is preferable to use a bag-space representation.

In [134], the similarities between reference datasets MIL were studied. As for the super-

vised classification, several classifiers and different data sets are available in the MIL context.

A comparison of different MIL classifiers is possible only if the differences in the data sets

used for the comparison are really understood. The authors of [134] provide an overview

of the available reference datasets and of some popular MIL classifiers, using a measure of

dissimilarity of the data set. The proposed measure is based on the differences between the

ROC curves obtained from different classifiers. The obtained results show that data sets

conceptually similar can behave very differently and vice versa. The indications that de-

rive from this recommend an accurate analysis of the characteristics of the data set when

comparisons are made between existing and new MIL classifiers.

Among the frameworks adopted for the analysis of medical images, computer assisted

diagnosis system (CAD) are attracting interest. CADs often adopt supervised machine learn-

ing techniques, that on one hand are capable of providing good performance, but on the

other hand involve a long-standing annotation phase by the experts. The localization of an-

notations on medical images invalidates the use of the entire image. The MIL techniques



2.6. An overview of MIL literature 73

lends itself well to setting these limits, allowing the bags to be labeled based on the maxi-

mum value of the labels of the instances contained in the same bag. Kandemir and Ham-

precht in [135] use MIL techniques for evaluating their performance on two CAD applica-

tions, the first relating to the diagnosis of Barrett’s cancer and the second concerning the

diagnostic screening of diabetic retinopathy. From the experiments conducted, it emerged

that the most accurate diagnosis is obtained using the same algorithm that works at bag-

level. This result is interesting consider the very different visual outlook of the data set.

Similarly, for instance-level prediction, the algorithm that best performs is invariant be-

tween the two applications considered.

In 2016, Herrera et al. [136], published a dedicated book that aims to present an under-

standable overview of the MIL paradigm, providing a formal definition and dealing with

the sub-paradigms of the proposed approach with reference to the most relevant algorithms

and the most interesting applications.

Wei e Zhou [137] studied the utility of several image bag generators, among which, k-

meansSeg, Blobworld, WavSeg, JSEG-bag and SIFT. Thought experiments bag generators

look to better perform against other strategies. For image classification problems, the stan-

dard MIL assumption of learning algorithms is not efficient. Vice versa the methods that

use the collective assumption work better for image classification task. Always for image

analysis, the authors found that modeling intra-bag similarities was a good strategy for bag

classification.

Recently, Quellec et al. [88] have written a review on MIL methods focused on medical

images and videos analysis. For this particular context, MIL approach has proved to be

particularly interesting overcoming the performance of single-instance learning algorithms.

Based exclusively on class labels globally assigned to images or videos, MIL algorithms

detect relevant patterns locally in images or videos, which may be used for classification

at global level. Because supervision occurs considering global labels, manual segmentation

is superfluous to train MIL algorithms, unlike what happens in traditional single-instance

learning (SIL). Also in quite [88], existing strategies for modeling medical imaging problems

are examined as MIL problems, illustrating the structure of algorithms useful for various

applications. Experiments carried out on medical image and video data sets show that, in

addition to being cheaper than SIL solutions, MIL algorithms are also more accurate in many

cases. In other words, MIL is a great opportunity for many medical image and video analysis

tasks.

The abundant availability of digital images has emphasized the increase in demand for

their analysis, and has given impetus to frameworks such as computer-aided diagnosis sys-

tems that use machine learning techniques.

In [138], Komura and Ishikawa address some specific problems related to the applica-

tions of digital analysis of pathological images with machine learning algorithms. In par-

ticular, the authors emphasize how the recognition of digital histopathological images can

be effectively addressed through machine learning. Some problems are highlighted, such as

the presence of foreign bodies in the images, or the presence of rare tumors with respect to

which the classifier has not been trained: the classification of this type of images in one of

the predefined categories thus leads to an inaccurate diagnosis. To solve the problem, the

scientific community is interested in algorithms for the outliers detection, such as principal

components analysis (PCA) and some methods based on deep learning techniques that use

reconstruction errors. The use of deep learning in the medical field is accompanied by a
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lot of skepticism. This reservation depends on whether its decision-making process is not

understandable and looks like a black box. Even the decision-making process of the spe-

cialist is not always clear and the diagnoses and the therapies are often influenced by his

experience: in this case it is the patient who would like greater clarity on the identification

and management of his own pathology. Topics such as joint learning could enable a better

osmosis between automatic analysis and human expertise.

In [139], Cheplygina et al., present an overview of semi-supervised, multiple instance,

and transfer learning in medical imaging. The strong impact of machine learning algorithms

in health care areas, and the greater availability of medical images, highlight a new challenge

for supervised ML algorithms regarding their effective functioning with unlabeled data. As

a result, various methods that can learn with less/other types of supervision, have been

proposed.

Esteva et al.[140], present a guide on deep-learning techniques applied in computer vi-

sion, natural language processing, and reinforcement learning. In particular, the authors

describe how these computational techniques can impact a few key areas of medicine show-

ing how to design end-to-end systems. The discussion of computer vision focuses largely on

medical imaging, and the described applications of natural language processing refer to do-

mains such as electronic health record data. Similarly, reinforcement learning is discussed in

the context of robotic-assisted surgery, and generalized deep-learning methods for genomics

are reviewed.

2.7 Take away

The studies we have referred to in this chapter can be summarized as follows:

• Some MIL problems can also be solved using standard supervised methods.

• In the modeling phase, when the number of bags is low, the use of an instance-based

method is advisable.

• When it is necessary to model the combinations of instances to infer the labels of the

bags, the methods of bag space and inclusion work better.

• Generally the best classifier at bag level is not the best classifier at the instance level

and vice-versa.

• The similarity between the instances of the same bag affects classification performance.

• The performance of MIL models depends only slightly on the number of instances per

bag but depends by several properties of the data set.

• Multiple Instance Learning approaches are particularly effective for Medical Image

and Video Analysis.

All these indications are related to one or more characteristics typical of the MIL prob-

lems. Identifying these characteristics, by gaining a better understanding of their impact on

algorithm performance, is an important step towards the advancement of MIL research and

towards a more aware adoption of suitable methods for specific application contexts.



75

PART II

THE ADVANCES
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Chapter 3

Classification via spherical

separation

“Est quoque cunctarum novitas carissima rerum"

[ Novelty is the most welcome among all things]

– Ovid, lettes from Pontus, 3, 4, 5

The problem of binary classification is aimed at discriminating between two finite sets of

points in the n-dimensional space by using a given separation surface that has to minimize

the classification error.

Among the different mathematical approaches proposed for binary classification, the

support vector machine technique (SVM) [36], has been and still is one of the most widely

used. As we have discussed in Section 1.5.1, with this technique a hyperplane is identified

in order to separate the points of the two considered classes. It is also possible to obtain

non-linear separation surfaces by adopting kernel transformations, thus mapping the data

into larger dimensional instance space.

In some application contexts, classic separation scheme is too demanding and, conse-

quently, correct classification is hard to be achieved. Suppose we want to categorize a given

set of medical images into two classes, assuming that all of them are related to the same type

of organ or of a tissue, in presence/absence of a certain pathology. In this case both the pos-

itive and negative images are related to the same organ type, thus they are likely to exhibit a

relevant similarity degree.

New methods involving non-linear classification surface and inspired by the SVM have

been introduced. First of all it is necessary to remember the Support Vector Domain De-

scription (SVDD) [141]. This method uses a particularly effective minimum volume sphere

as separation surface useful for applications concerning the detection of novelties or anoma-

lies. In particular, with this model it is possible to obtain descriptions of the higher order

limit without additional calculation costs. SVDD, through the use of various kernels, allows

flexible and accurate data descriptions.

Another very interesting model that uses separation by means of a sphere is the one

proposed in [142], in which the center of the sphere is fixed. Starting from this simple as-

sumption, this model, under the hypothesis of a careful choice of the center of the sphere,

allows good separation results. For these reasons, the model proposed in [142] can be prof-

itably adopted in the management of very large data sets, and is still suitable for modern

mobile applications.
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Spherical classification is also used for bag classification. In particular, in [143] the au-

thors face the problem of finding a sphere such that negative bags are entirely left outside

it, while at least one instance of each positive bag is kept inside the sphere. The authors

leverage on the combinatorial nature of the problem. In fact, by picking exactly one instance

from each positive bag, the problem reduces to finding a spherical separation where all such

instances stay inside the sphere, while the negative bags are confined outside. Of course the

number of spherical separation problems to be solved depends, in principle, on the number

of possible choices of a single instance for each positive bag.

The concept of separation margin is used in classification through spherical separation.

In [144], it is proved that a full enumeration algorithm is polynomial in the dimension of

the feature space. However, for dealing with large size problem, a Variable Neighborhood

Search (VNS) metaheuristic is designed.

In this chapter we will focus on a new MIL spherical approach. To this aim, in the next

section, we first recall the concept of spherical separation adopted in the supervised learning.

In the rest of the chapter we indicate by ‖ · ‖ the Euclidean ℓ2-norm and by a⊤b the inner

product of the two vectors a, b ∈ R
n. Moreover, we denote by

S(w, r) ,
{

x ∈ R
n, ‖x − w‖2 = r2

}

a sphere in R
n with center w ∈ R

n and radius r ∈ R.

3.1 Spherical models for classification problems

Let A and B be two non-empty and disjoint finite sets of sample points in the n-dimensional

space having m and k dimensions respectively.

The problem of classifying with spherical separators has been defined in [142], as the

problem of identifying a sphere of minimum volume that encloses all the points of A and

no point of B. Both the center of the sphere belonging to R
n and the radius belonging to R,

must therefore be selected.

The problem of the separation of the set A from the set B of points can be tackled by

searching for a sphere of minimum volume. Since the sphere that perfectly separates A and

B may not exist, then a sphere is sought which minimizes the classification error.

The sets A and B will be separated by the sphere S(w, r) if:







(ai − w)T(ai − w) ≤ r2 ∀ ai ∈ A (i = 1, . . . , m)

(bl − w)T(bl − w) ≥ r2 ∀ bl ∈ B (l = 1, . . . , k)
(3.1)

It is possible to define the classification error associated to the decision variables (w, r)

for any ai ∈ A and for bl ∈ B, as follow:







E−
i = max{0, (ai − w)T(ai − w)− r2} ∀ i = 1, . . . , m

E+
i = max{0, r2 − (bl − w)T(bl − w)} ∀ l = 1, . . . , k

(3.2)
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The problem of minimizing both the volume of the sphere and the classification error can

be formulated as follows:

min
w,r

r2 + C
m

∑
i=1

max{0, (ai − w)T(ai − w)− r2}+ C
k

∑
i=1

max{0, r2 − (bl − w)T(bl − w)} (3.3)

where C is a positive constant used to balance the two objectives.

The problem just formulated requires the minimization of a non-smooth and non-convex

function and is represented by the sum of several functions of the maximum type, apart from

the smooth quadratic term r2. To eliminate non-smoothness, the additional variables E−
i , E+

i

are introduced. In this way it is possible to transform the unconstrained problem into a

constrained optimization problem:



















































min
w,r,E−

i ,E+
i

r2 + C
( m

∑
i=1

E−
i +

k

∑
i=1

E+
i

)

r2 − (ai − w)T(ai − w) + E−
i ≥ 0 ∀ i = 1, . . . , m

(bl − w)T(bl − w)− r2 + E+
i ≥ 0 ∀ l = 1, . . . , k

E−
i ≥ 0 ∀ i = 1, . . . , m

E+
i ≤ 0 ∀ l = 1, . . . , k

(3.4)

In the particular case where the center of the sphere is fixed, the resolution of the de-

scribed problem implies only the minimization of the radius. A minimization problem is

thus obtained where the single-variable of objective function is non-smooth and convex.

In [142], the authors proposed a fixed-center spherical separation algorithm with kernel

transformations for classification problems.

By fixing the center of the sphere a simplification of the problem (3.4) is obtained. In

particular, the center of the sphere w is assumed equal to some centroid of the set A. By the

change of variable z = r2 where z ≥ 0, and through the definition of the following variables

ci and dl







ci , (ai − w)T(ai − w) ≤ 0 ∀ i = 1, . . . , m

dl , (bl − w)T(bl − w) ≥ 0 ∀ l = 1, . . . , k
(3.5)

the problem (3.3) can be written as follows:

min
z≥0

+ C
( m

∑
i=1

max{0, (ci − z)}+
k

∑
i=1

max{0, (z − dl)}
)

(3.6)

which is a convex, piecewise affine minimization problem in the scalar variable z, where z is

non negative. The problem (3.6) thus obtained can be solved through the usual techniques of

univariate minimization. The authors in [142] presented an efficient algorithm that provides

an exact solution in the time O(p · logp), where p = max{m, k}.

3.2 Multiple instance classification via spherical separation

In this section we present an original contribution concerning spherical classification for

Multiple Instance Learning [145].
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We adopt spherical separation as a classification tool and come out with an optimization

model which is of DC (Difference of Convex) type. We tackle the model by resorting to a

specialized non-smooth optimization algorithm, recently proposed in the literature which is

based on objective function linearization and bundling. The results obtained by applying

the proposed approach to some benchmark test problems are also reported.

In this section, although we adopt for MIL a spherical separation paradigm similar to

that introduced in [143], we state the problem in a quite different way by introducing a

non-smooth non-convex continuous optimization formulation. In particular we define a

classification error function depending on center and radius of the sphere and we come out

with an optimization model to minimize a combination of the volume of the sphere and

of the classification error. We provide a DC (Difference of Convex) decomposition of the

objective function which allows us to resort to a number of effective algorithms available in

the literature, see [146]–[150].

The continuation of the chapter is organized as follows. In subsection 3.2.1 we introduce

our spherical separation model and in subsection 3.2.2 we describe the DC decomposition

of the objective function of the related optimization problem. Some explanations of the al-

gorithm adopted for solving the DC optimization problem are in subsection 3.2.3, while in

the subsection 3.2.4 we recall a brief description of the data sets used to evaluate the per-

formance of our proposed algorithm. Finally, the numerical results we have obtained are

discussed in subsection 3.2.5.

3.2.1 Problem statement

We assume that a set of instances X = {x1, . . . , xN} is given in the sample space R
n, which

is partitioned into m + k subsets X+
1 , . . . , X+

m , X−
1 , . . . , X−

k ⊂ X, named bags. Hence, each bag

is constituted by a set of instances (i.e., points in the sample space R
n), and each instance

belongs to exactly one bag. The subsets X+
1 , . . . , X+

m are referred to as the positive bags, while

X−
1 , . . . , X−

k are referred to as the negative bags. We denote by J+1 , . . . , J+m the instance index-

sets of the positive bags X+
1 , . . . , Y+

m , by J−1 , . . . , J−k the instance index-sets of the negative

bags X−
1 , . . . , X−

k , and we let

J+ , {J+1 , . . . , J+m } and J− , {J−1 , . . . , J−k }.

As stated earlier, our aim is to find a sphere S(w, r) ⊂ R
n, of center w ∈ R

n and radius

r ∈ R, separating the two classes of bags. In the following definition we state that in order

to separate the positive bags X+
1 , . . . , X+

m from the negative ones X−
1 , . . . , X−

k , a sphere must

have a nonempty intersection with each positive bag, while leaving outside all the instances

belonging to negative bags.

Definition 3.2.1. Let a sphere S(w, r) of center w ∈ R
n and radius r ∈ R be given. S(w, r) is

called a separating sphere if for every i ∈ {1, . . . , m} it holds:

‖xj − w‖2 − r2 ≤ 0 for some j ∈ J+i (3.7)

and for every i ∈ {1, . . . , k} it holds:

‖xj − w‖2 − r2 ≥ 0 for every j ∈ J−i . (3.8)



3.2. Multiple instance classification via spherical separation 81

A pictorial example of spherical separation is presented in Figure 3.1, where the sphere

S(w, r) separates the negative bags X−
1 , X−

2 , and X−
3 from the positive bags X+

1 and X+
2 . In

particular, we remark that while the bags depicted in Figure 3.1 are spherically separable,

they are not separable by any hyperplane in the sense of [95], [96], [130], the instances be-

longing to the positive bag X+
2 being inside the convex hull of the instances belonging to all

the negative bags.

According to Definition 3.2.1 any negative bag X−
i , with i ∈ {1, . . . , k}, is said misclassified

with respect to a given sphere S(w, r) if there exists j ∈ J−i such that r2 − ‖xj − w‖2 > 0.

Likewise, any positive bag X+
i , with i ∈ {1, . . . , m} is said misclassified with respect to S(w, r)

if ‖xj − w‖2 − r2 > 0 for every j ∈ J+i .

Based on the latter remark we introduce an optimization model whose aim is to look for

a separating sphere, if any, by minimizing a measure of all the classification errors of both

the negative and the positive bags.

In fact, with respect to the decision-variable vector (w, r) ∈ R
n+1 and the related sphere

S(w, r), we define for every negative bag X−
i , with i ∈ {1, . . . , k}, the classification error

E−
i (w, r) as

E−
i (w, r) , max

{

0, max
j∈J−i

{

r2 − ‖xj − w‖2
}

}

,

and for every positive bag X+
i , with i ∈ {1, . . . , m}, the classification error E+

i (w, r) as

E+
i (w, r) , max

{

0, min
j∈J+i

{

‖xj − w‖2 − r2
}

}

.

Putting together the classification errors of all the positive and negative bags, we obtain

the following spherical MIL error function E(w, r)

E(w, r) =
k

∑
i=1

E−
i (w, r) +

m

∑
i=1

E+
i (w, r), (3.9)

and we note that E(w, r) ≥ 0, where E(w, r) = 0 if and only if S(w, r) is a separating sphere

according to Definition 3.2.1.

We are ready now to define a Spherical MIL problem (SMIL) as the following uncon-

strained optimization problem

min
(w,r)∈Rn+1

f (w, r) , r2 + CE(w, r), (3.10)

which combines, by introducing a trade-off parameter C > 0, the two objectives of minimiz-

ing the radius of the sphere and the classification errors of all the negative and positive bags.

Here the radius minimization is aimed at reducing the false positive phenomenon when the

calculated sphere is used as a classification tool. We remark that the error function E(w, r) is

inherently nonconvex and nonsmooth. In the next section we introduce a decomposition of

f (w, r) as the difference of two convex nonsmooth functions that will allow us to tackle the

problem by adopting nonsmooth DC algorithms of the type described in [148].
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FIGURE 3.1: Spherical separation with three negative bags and two positive
bags

3.2.2 A DC decomposition of SMIL

We first recall that any nonconvex function f : R
d → R is DC if it can be put in the form

f (y) = f1(y)− f2(y), (3.11)

where both f1, f2 : R
d → R are convex. We assume that f1 and f2 are finite in R

d and not

necessarily differentiable.

In order to obtain a DC decomposition of the objective function of the SMIL problem

(3.10), we focus on appropriately rewriting some of the terms appearing in the definition of

the error function E(w, r). Focusing first on the definition of E−
i (w, r) we obtain the follow-

ing expression of the innermost maximum term

max
j∈J−i

{

r2 − ‖xj − w‖2} = max
j∈J−i







r2 + ∑
l∈J−i \{j}

‖xl − w‖2 − ∑
l∈J−i

‖xl − w‖2







=

= max
j∈J−i







r2 + ∑
l∈J−i \{j}

‖xl − w‖2







− ∑
j∈J−i

‖xj − w‖2. (3.12)

Next, focusing on the innermost maximum term in the definition of E+
i (w, r), we obtain

that:
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min
j∈J+i

{

‖xj − w‖2 − r2} = −max
j∈J+i

{

r2 − ‖xj − w‖2
}

=

= ∑
j∈J+i

‖xj − w‖2 − max
j∈J+i







r2 + ∑
l∈J+i \{j}

‖xl − w‖2







. (3.13)

Now, by recalling that, for any given couple of numbers a and b, it holds

max{0, a − b} = max{a, b} − b, (3.14)

and taking into account equation (3.12), we can rewrite, for every i ∈ {1, . . . , k}, the classifi-

cation error E−
i (w, r) as follows

E−
i (w, r) =max







0, max
j∈J−i







r2 + ∑
l∈J−i \{j}

‖xl − w‖2







− ∑
j∈J−i

‖xj − w‖2







=

=max







∑
j∈J−i

‖xj − w‖2, max
j∈J−i







r2 + ∑
l∈J−i \{j}

‖xl − w‖2













+

− ∑
j∈J−i

‖xj − w‖2. (3.15)

Similarly, taking into account equation (3.13), we can rewrite, for every i ∈ {1, . . . , m}, the

classification error E+
i (w, r) as

E+
i (w, r) =max







0, ∑
j∈J+i

‖xj − w‖2 − max
j∈J+i







r2 + ∑
l∈J+i \{j}

‖xl − w‖2













=

=max







max
j∈J+i







r2 + ∑
l∈J+i \{j}

‖xl − w‖2







, ∑
j∈J+i

‖xj − w‖2







+

− max
j∈J+i







r2 + ∑
l∈J+i \{j}

‖xl − w‖2







. (3.16)

Finally, we observe that now both E−
i (w, r), for every i ∈ {1, . . . , k}, and E+

i (w, r), for i ∈
{1, . . . , m}, are expressed as the difference of two convex nonsmooth functions.

Summing up, a DC decomposition of the classification error function E(w, r) in (3.9) can

be easily obtained by setting

E(w, r) = Ě(w, r)− Ê(w, r) (3.17)
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where the functions

Ě(w, r) ,
m

∑
i=1

max







∑
j∈J+i

‖xj − w‖2, max
j∈J+i







r2 + ∑
l∈J+i \{j}

‖xl − w‖2













+

+
k

∑
i=1

max







∑
j∈J−i

‖xj − w‖2, max
j∈J−i







r2 + ∑
l∈J−i \{j}

‖xl − w‖2













(3.18)

Ê(w, r) ,
m

∑
i=1

max
j∈J+i







r2 + ∑
l∈J+i \{j}

‖xl − w‖2







+
k

∑
i=1

∑
j∈J−i

‖xj − w‖2 (3.19)

are both convex. As a consequence, by letting

f1(w, r) , r2 + CĚ(w, r)

and

f2(w, r) , CÊ(w, r),

and observing that f1, f2 : R
n+1 → R are convex nonsmooth functions, then the noncon-

vex nonsmooth optimization problem SMIL presented in (3.10) can be reformulated as the

following unconstrained nonsmooth DC program (DC–SMIL)

min
(w,r)∈Rn+1

f (w, r) , f1(w, r)− f2(w, r). (3.20)

3.2.3 Solving the DC–SMIL model

In the last decades nonsmooth DC functions (3.11) have been a subject of intense research

activities both on the theoretical and the algorithmic side. We mention here the survey [151]

and the seminal papers [152] and [153] where necessary and sufficient conditions for local

and global optimality were established in a general nonsmooth setting, based on properties

of the subdifferential and of the ǫ-subdifferential of the two convex functions f1 and f2. We

recall, in passing, that for a convex function f : R
d → R, given y ∈ R

d and ǫ > 0, the

subdifferential ∂ f (y) and the ǫ-subdifferential ∂ǫ f (y) at y are defined, respectively, as

∂ f (y) ,
{

g ∈ R
d : f (y) ≥ f (y) + g⊤(y − y), ∀y ∈ R

d
}

,

∂ǫ f (y) ,
{

g ∈ R
d : f (y) ≥ f (y) + g⊤(y − y)− ǫ, ∀y ∈ R

d
}

.

As for practical applications of DC programming we mention here as examples [57], [154].

From the algorithmic point of view a relevant contribution was provided by the methods

based on the linearization of function f2 (see, e.g., the DCA method presented in [155] and

references therein), where the problem is tackled via successive convexifications of function

f . The basic idea behind such methods is the following. Taking the current estimate yt of a

(local) minimum of f in an iterative descent procedure, the following approximation f̃t(y)

of f is built

f̃t(y) = f1(y)−
(

f2(yt) + g
(2)⊤
t (y − yt)

)

, (3.21)

where g
(2)
t ∈ ∂ f2(yt).
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The model function f̃t(y), which is based on replacing f2 by its linearization rooted at yt,

enjoys the following properties:

i) f̃t(y) is convex;

ii) f̃t(y) ≥ f (y), ∀y ∈ R
d.

The next iterate yt+1 is then constructed by minimizing the convex function f̃t(y) and letting

yt+1 = arg min
y∈Rd

f̃t(y).

Note that, in case it is f̃t(yt+1) < f̃t(yt), from ii) it follows

f (yt+1) ≤ f̃t(yt+1) < f̃t(yt) = f (yt),

that is a decrease in the model function guarantees decrease in the objective function as well.

Some approaches recently introduced to solving nonsmooth DC programs, see [147]–

[149], retain the basic feature of DCA of keeping an affine (or piecewise affine) approxima-

tion of f2, but they replace function f1 in (3.21) by its cutting plane approximation [156].

Moreover, a proximity term, borrowed from the well established class of bundle methods

[157], is added to the model function.

We recall that the cutting plane model ht(·) of any convex function h : R
d → R is defined,

starting from any finite set of couples {(ys, gs) : s = 1, . . . , t}, where ys ∈ R
d and gs ∈ ∂h(ys),

by letting

ht(y) = max
{

h(ys) + g⊤s (y − ys) : j = 1, . . . , k
}

,

and obtaining the next iterate yt+1 = arg miny∈Rd ht(y).

To validate our MIL method we have adopted the DC Piecewise-Concave Algorithm

(DCPCA) for minimizing a nonsmooth DC function introduced in [148]. DCPCA can be

sketched as follows:

• Two cutting plane models for f1 and f2, respectively, are kept and updated throughout

an iterative procedure;

• The next iterate is obtained by line-searching along a direction provided by the solu-

tion of one strictly-convex quadratic program, which embeds the two models and, for

numerical stability purposes, also a quadratic proximity term. Under appropriate con-

ditions a second auxiliary quadratic program is solved too, aiming at improving the

approximation of f provided by the model;

• Whenever no descent is achieved along the search direction, a better approximation

of f1 close to the current estimate of the solution becomes available, this being the

fundamental feature of any cutting-plane algorithm.

For the many technicalities of Algorithm DCPCA the interested reader is referred to [148].

3.2.4 Data sets

We have performed experiments on various data sets to evaluate the proposed technique

and to compare it to other methods for MIL.
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Musk Data Set

The MUSK data sets are the benchmark data sets used for testing in virtually all previous

MIL approaches and have been described in detail in [82]. Both data sets, Musk1 and Musk2,

consist of descriptions of molecules that use multiple low-energy conformations. In these

data sets each conformation deriving from surface properties is represented by a vector of

166 dimensional features. More precisely, Musk1 contains on average about 6 conformations

for each molecule, while Musk2 has on average more than 60 conformations inside each bag.

These data sets are used to test MIL methods on the prediction task of new molecules

in relation to the fact they will be musk or non-musk. The 166 features through which

molecules are described depend on the exact shape and conformation of the molecule. By

virtue of the rotation that can affect the bonds, each single molecule can present itself in dif-

ferent forms. The generation of these data sets was obtained by taking into consideration

the low-energy conformations of the molecules suitably filtered to eliminate very similar

conformations between them.

In more detail, the data set Musk1 describes a set of 92 molecules evaluated by specialists

including 47 musk and 45 non-musk molecules. This left 476 conformations.

The Musk2 data set describes instead a set of 102 molecules always evaluated by spe-

cialists of which 39 musk and 63 non-musk. For Musk 2 all the low energy consumption

conformations of the molecules were generated, obtaining 6.598 conformations.

Function vectors describing each conformation have been extracted for both Musk 1 and

Musk 2. During the training of a classifier on these data sets, the classifier will indicate the

musk class for a generic molecule if any of its conformations is classified as musk, viceversa

a molecule will be classified as non musk.

Elephant, Fox and Tiger

One of the most important problems in computer vision is retrieving images from large

data set using the image content as a search criterion. In [95] a new MIL data set was gener-

ated for an image annotation task. This data set was derived from original data consisting of

color images taken from Corel data set. In the seminal work [158] the Blobworld system was

presented which represents images by applying a transformation from raw pixel data to a

subset of image regions characterized by similar color and texture. Using the pre-processing

and segmentation techniques described in [158], in [95] each image was decomposed into a

set of segments characterized by color, texture and shape descriptors.

The three categories Elephant, Fox, Tiger were randomly extracted from a pool of photos

of other animals, each of which characterized by 100 positive and 100 negative example

images.

The reduced accuracy of image segmentation, the small number of region descriptors and

the small size of the training set, make these data sets very difficult due to a classification

problem. This justifies why these categories are generally used to test MIL classification

algorithms.

Trec Data set

The task to be faced is related to the identification of documents relevant for user’s needs.

The reference MIL data sets for text categorization that we have used for our numerical

experimentation, has been obtained Starting from the publicly available TREC9 data set,
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also known as OHSUMED, through splitting documents into passages using overlapping

windows of maximal 50 words each.

In the original data set [159] a text filtering system flows on information with the aim of

satisfying the needs of persistent user profiles which represent a need for long-term infor-

mation. Through the feedback expressed by users, the system learns from the best profile,

increasing its performance over time.

The TREC filter track tests to simulate time-critical online text filtering applications,

where the value of a document quickly decays with time. This means that potentially rele-

vant documents must be submitted immediately to the user.

The filter operates in a different way than the classic research, as the documents arrive in

time sequence. The TREC filter uses three subtasks: adaptive filter, batch filter and routing.

With adaptive filter, the system filters documents taking into account only a user profile and

a very small number of relevant documents. Each recovered document is judged relevant

and the system adaptively updates the filtering profile. With batch and routing filters, the

system considers a wide range of evaluated documents useful for building the search profile.

Through the batch filter, the system decides to accept or reject each document, while the

routing phase returns a classified list of documents.

The original data set consists of several years of selected MEDLINE articles [159]. We

have considered the data set obtained with the 1987 data set used as training data in the

TREC9 filtering task which consists of approximately 54,000 documents. MEDLINE docu-

ments are annotated with MeSH terms (Medical Subject Headings), each defining a binary

concept.

3.2.5 Numerical results and final remarks

We have assessed the practical performance of Algorithm DCPCA applied to the DC-SMIL

formulation (3.20), by testing it on a set of five medium-size benchmark problems extracted

from [82], [95], and on a set of seven large-size benchmark problems extracted from [159].

The relevant characteristics of each problem are reported in Table 3.1 for medium size

data sets and in Table 3.2 for the large size ones. In these tables we list the problem size n

(i.e., the number of features), the number of instances N, the number of positive bags m, and

the number of negative bags k.

Data sets n N m k

Elephant 230 1391 100 100
Fox 230 1320 100 100
Tiger 230 1220 100 100
Musk 1 166 476 47 45
Musk 2 166 6598 39 63

TABLE 3.1: Characteristics of Medium Size Data sets

The two-level cross-validation protocol, as adopted in [96], has been used in order to tune

parameter C and next to train the classifier. In fact, at the higher level, every data-set has been

randomly partitioned into 10 pieces of equal size, according to the tenfold cross-validation

protocol. Such pieces are grouped into 10 different blocks (the training sets) each containing

9 out of 10 pieces. Every block is then used to train the classifier by running DCPCA, next

using the left out piece as the testing-set that returns the percentage of correctly classified
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Data sets n N m k

TST01 6668 3224 200 200
TST02 6842 3344 200 200
TST03 6568 3246 200 200
TST04 6626 3391 200 200
TST07 7037 3367 200 200
TST09 6982 3300 200 200
TST10 7073 3453 200 200

TABLE 3.2: Characteristics of Large Size Data sets

bags (test correctness). Before proceeding with the training phase, a suitable value of pa-

rameter C in the set {2−7, 2−6, . . . , 1, . . . , 26, 27}, is selected by means of a lower-level five

fold cross-validation protocol on each training set (the model-selection phase). The selected

C value, for each training set, is the one returning the highest average test-correctness in the

model-selection phase.

The selection of an appropriate starting point is a key issue to ensure good performance

for a local optimization algorithm like DCPCA. For each training set, denoted by w+ the

barycenter of all the instances belonging to positive bags, and by w− the barycenter of all

the instances belonging to negative bags, we have selected the starting point (w0, r0) by

setting

w0 = λw+ + (1 − λ)w− (3.22)

with λ ∈ R, namely, w0 is an affine combination of w− and w+, and choosing r0 as the

smallest radius such that each positive bag has all the instances inside the sphere S(w0, r0).

We have adopted the Java implementation of Algorithm DCPCA, running the compu-

tational experiments on a 3.50 GHz Intel Core i7 computer. The QP solver of IBM ILOG

CPLEX 12.8 [160] has been used to solve the quadratic subprograms. The following set of

parameters, according to the notation introduced in [148], has been selected: the optimality

parameter θ = 0.7, the subgradient threshold η = 0.7, the approximate linesearch parameter

m = 0.01, the agreement rate ρ = 0.95, the step-size reduction parameter σ = 0.01, and the

linearization-error threshold ǫ = 0.95.

Furthermore, we have selected λ = 100 to generate the starting point according to (3.22),

we have limited the computational budget N f , in terms of number of evaluations of the

objective function, for every execution of DCPCA. We have selected N f = 500 for medium-

size problems, and N f = 200 for large-size problems. We have restricted the size of the

bundle to N f /5 elements adopting an appropriate bundle-restart strategy.

The numerical results, in terms of the percentage test-correctness averaged over the 10

folds, are reported in Table 3.3 and Table 3.4, respectively for medium and large-size bench-

mark data sets, where we also report, for a comparison, the corresponding results available

in the literature regarding the following methods: DC-MIL [161], MIL-RL [96], mi-SVM [95],

MI-SVM [95], MICA [124], MICBundle [130], and mi-SVM* [96].

The best performance have been boldfaced and underlined in Tables 3.3 and 3.4, where

we see that DC–SMIL combined with DCPCA slightly improves on the existing results of

two out of five medium-size test problems, and of two out of seven large-size test problems,

while keeping reasonably good correctness for the remaining ones.
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TABLE 3.3: Computational results: Average test-correctness on Medium Size
Literature Data sets (%)

DC–SMIL DC-MIL MIL-RL mi-SVM MI-SVM MICA MICBundle mi-SVM*
Data sets (%) (%) (%) (%) (%) (%) (%) (%)

Elephant 84.0 84.0 83.0 82.2 81.4 80.5 80.5 82.5
Fox 59.0 57.0 54.5 58.2 57.8 58.3 58.3 56.5
Tiger 77.5 84.5 75.0 78.4 84.0 82.6 79.1 77.5
Musk 1 80.0 74.5 80.0 87.4 77.9 84.4 75.6 76.7
Musk 2 80.0 74.0 73.0 83.6 84.3 90.5 76.8 77.0

TABLE 3.4: Computational results: Average test-correctness on Large Size
Literature Data sets (%)

DC–SMIL DC-MIL MIL-RL mi-SVM MI-SVM MICA MICBundle mi-SVM*
Data sets (%) (%) (%) (%) (%) (%) (%) (%)

TST01 94.0 94.3 95.5 93.6 93.9 94.5 - 95.5
TST02 81.3 80.0 85.5 78.2 84.5 85.5 - 86.3
TST03 87.0 86.5 86.8 87.0 82.2 86.0 - 83.8
TST04 84.0 86.0 81.0 82.8 82.4 87.7 - 83.0
TST07 82.0 79.8 83.5 81.3 78.0 78.9 - 79.0
TST09 71.5 68.3 68.8 67.5 60.2 61.4 - 61.0
TST10 81.0 78.0 77.5 79.6 79.5 82.3 - 76.3

TABLE 3.5: Computational results: Average cpu-time (s) and correctness (%)
of DC–SMIL training-phase: medium-size problems

Avg Train-Correctness CPU time
Data sets (%) (s)

Elephant 87.72 12.8
Fox 70.72 6.5
Tiger 83.00 6.4
Musk 1 92.65 1.7
Musk 2 88.04 16.3

TABLE 3.6: Computational results: Average cpu-time (s) and correctness (%)
of DC–SMIL training-phase: large-size problems

Avg Train-Correctness CPU time
Data sets (%) (s)

TST01 96.69 177.9
TST02 90.44 162.6
TST03 91.44 160.3
TST04 90.55 184.9
TST07 91.33 154.6
TST09 83.77 170.4
TST10 90.53 184.2
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Besides, such encouraging results are obtained in a short amount of computation time,

as we show in Tables 3.5 and 3.6, where we report the cpu time (measured in seconds) spent

by DCPCA in the training phase, averaged over the 10 training folds. We report in the

same tables the results related to training correctness, from which we can verify how the

model appropriately generalizes on the training data. Upcoming research directions are

about understanding the role played by the starting-point selection in the performance of

the approach, and about facing large-scale problems, focusing in particular on appropriately

tailoring DCPCA to deal with higher size problems.

Further research may also involve the application of different nonsmooth DC solvers, see

[150], [162], whose features allow the improvement of the search for better critical points.

Although such approaches would probably return improved performance in terms of train-

correctness, it remains an open issue to understand the extent to which the test-correctness

can be influenced by the goodness of a critical point.
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Chapter 4

Machine Learning and Automated

Melanoma Detection

“There is only one question: ’What is really most important,

the whole or its parts?’ "

– Friederich Holderlin, Letter to Karl (1801)

In chapter 2 and chapter 3, we have treated Multiple-Instance Learning (MIL), a recent

machine-learning paradigm which proves to be very efficient for image analysis tasks [163].

In fact, we have highlighted that the MIL algorithms are able to detect relevant local patterns

using only the class labels assigned globally to the data, both in the cases of images and

videos classification. The troublesome problem of manual data segmentation is effectively

overcome by the fact that supervision is based on global labels. Solutions based on MIL

approach are of particular interest also considering that they are not only more lightweight

in the learning phase but also more precise than traditional single-instance learning ones. In

the particular context of medical image and video analysis, the use of solutions that adopt

MIL approach is desirable [88]. From the literature, it emerges how MIL approaches have

been proposed to support the diagnosis of aggressive pathologies. Our attention has focused

on skin cancers and in particular on melanoma.

4.1 Statistics on Melanoma

Melanoma is currently one of the most important types of cancer for deaths in the world,

and is the most deadly type of skin cancer (see Figure 4.1 and Figure 4.2).

FIGURE 4.1: Incidence rates per sex, top 10 cancers [1]
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FIGURE 4.2: Incidence and mortality rates, top 10 cancers [1]

According to the latest report of the World Health Organization, we refer to some statis-

tics drawn from Global Cancer Observatory (GCO) relating to the onset of new cases, the

incidence and the mortality rate at 5 years divided by gender and geographical area [1].

The Global Cancer Observatory (GCO) is an interactive web-based platform presenting

global cancer statistics to inform cancer control and cancer research.

The platform focuses on the visualization of cancer indicators to illustrate the changing

scale, epidemiological profile, and impact of the disease worldwide, using data from several

key projects of IARC’s Section of Cancer Surveillance (CSU), including:

• GLOBOCAN

• Cancer Incidence in Five Continents (CI5)

• International Incidence of Childhood Cancer (IICC)

• Cancer Survival in Africa, Asia

• the Caribbean and Central America (SurvCan).

In Figure 4.3 we report specific data concerning the number of new cases, the number of

deaths, the incidence, the mortality and the 5-year prevalence for both sexes at 2018.

The data presented in the Global Cancer Observatory are the best available for each

country worldwide. However, caution is needed when interpreting the data, recognizing

the current limitations in the quality and coverage of cancer data, particularly in low- and

middle-income countries.

In Figure 4.4 the values of age standardized incidents rates of melanoma, both for males

and females, are reported.

The darker colors indicate areas most affected by melanoma. Generally, the reported

statistics have similar values for both males and females. The following Figures 4.5 and 4.6

show the values, differentiated by sex, of the incidence and the mortality rates of melanoma

specified by geographical area.

In recent decades, malignant melanoma has become one of the most aggressive cancers

and it is spreading rapidly in many areas of the world. Populations living in Europe, North

America and Australia above all are strongly affected by this type of skin cancer.

All over the world, in 2018 melanoma has caused over 60.000 deaths and over 280.000

new cases of melanoma have been diagnosed [1]. More than one million non-melanoma skin

cancers and more than 250.000 of melanoma skin cancers occur each year.

If we focus on the most affected areas, the number of cases and the incidence rates of

melanoma are even more worrying. As reported in Figure 4.7, in the U.S.A., for example,

melanoma ranks 5-th for expected new cases in 2019 both for males and females [164].
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FIGURE 4.3: Statistics on Melanoma in 2018 [1]

Still referring to the U.S.A., Figure 4.8 shows that melanoma’s incidence rate is charac-

terized by a positive trend among the tumors responsible for the greatest number of deaths

[164].

Despite the ever increasing diffusion and its aggressiveness, melanoma is a type of cur-

able cancer when it is identified by an early diagnosis (see Figure 4.9). Some clinical proto-

cols such as the ”ABCDE” rule [165] and the 7-PCL [166] have been established to facilitate

the task of specialists in identifying the lesion from the initial phase. These clinical protocols

take into consideration certain lesion features such as asymmetry, irregular edges, colors,

diameters greater than 6 mm and evolving stages.

On one hand the massive spread in many areas and the aggressiveness of this type of skin

cancer, and on the other hand the possibility that an early diagnosis followed by an excision

allow the survival of the individual, have led us to experiment our proposed classification

methods focusing on the automatic diagnosis of melanoma. In the next section we refer to

the pathogenetic mechanisms of skin cancer to help the reader’s understanding of visual

differentiation.

4.2 Skin layers

The epidermis is the most external layer of skin and it’s visible to the naked eye; although the

epidermis is extremely thin, it’s an impermeable barrier that protects against bacteria and
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FIGURE 4.4: Melanoma age standardized incidents rates per sex [1]

other microorganisms present in the surrounding environment. Various cells are located

inside the epidermis:

• Keratinocytes that constitute the outermost part of the epidermis and are rich in a

protein called keratin which makes them resistant; they are interconnected to form a

barrier impermeable to water.

• Basal cells that form a large part of the basal layer of the epidermis. They are the only

cells in the epidermis that divide and create new cells called keratinocytes.

• Melanocytes that are located in the basal layer of the epidermis. They are distributed

regularly in the middle of the basal cells; the melanocytes produce melanin, a pig-

mented protein that gives color to the skin and hair, and provides protection against

the damage of ultraviolet rays.



4.2. Skin layers 95

FIGURE 4.5: Detailed melanoma incidence per sex and by region [1]

FIGURE 4.6: Detailed melanoma mortality rates per sex and by region[1]

The second layer, the dermis, is of thicker consistency and is located below the epidermis.

It contains blood and lymphatic vessels, nerve endings, muscle fibers, sebaceous and sweat

glands and hair follicles (see Figure 4.10). The dermis in turn is divided into two layers:
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FIGURE 4.7: Ten Leading Cancer Types for the Estimated New Cancer Cases
by Sex, in United States in 2019 [164]

FIGURE 4.8: Trends in Incidence Rates for Selected Cancers by Sex, United
States, 1975 to 2015 [164]

FIGURE 4.9: Melanoma age standardized incidents and mortality rates per
sex
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• Dermal papillary, the upper layer consisting of soft connective tissue, blood vessels

and nerves. Digitiform projections called papillae connect the dermis to the epidermis

and provide essential nutrients.

• Reticular dermis, is the thicker and inferior layer; is a network of collagen fibers and

dense connective tissue that gives the skin its strength and elasticity and that contains

a rich supply of blood vessels, as well as lymphatic vessels, glands and hair follicles.

Finally there is the subcutaneous layer consisting of a thick layer of fat and connective

tissue located under the skin. Like the dermis, it contains numerous blood and lymphatic

vessels and Isola and conserves body heat, cushions the strokes so as to protect the under-

lying tissues and internal organs from damage caused by possible trauma, and is a resource

and a reserve of energy [167].

FIGURE 4.10: Skin Layers

The layers of the skin based on their composition have distinct optical properties. A

source of white light reflected on the skin penetrates into the superficial layers of the skin,

and while a part of it is absorbed, much is reflected; this allows it to be recorded using

appropriate digital equipment.

The epidermis is largely composed of connective tissues, and also contains melanocytes

that produce melanin cells. Melanin is a pigment that strongly absorbs light in the blue

part of the visible spectrum and UV acts as a protective filter against UV radiation. All the

light not absorbed by the melanin can potentially cross the dermis that contains sensors,

receptors, blood vessels and nerve ends.

Pigmented skin lesions appear as patches of darker color on the skin. In most cases, the

cause is an excessive concentration of melanin in the skin. In benign lesions (common nevi),
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melanin deposits are normally found in the epidermis. In malignant lesions (melanoma),

the melanocytes reproduce the melanin at a high and abnormal rhythm and, however, with

optical properties similar to those of the highly pigmented normal skin.

The presence of melanin in the dermis is the most significant sign of melanoma even if

some benign nevi also have dermal deposits, albeit with more regular spatial patterns than

melanoma (Figure 4.11).

The thickening of collagen fibers in the papillary dermis (fibrosis), the increase in blood

supply to the periphery of the lesion (erythematic reaction) and the lack of blood inside the

lesion are further signs indicative of a potential in situ melanoma.

FIGURE 4.11: Types of skin Lesion

Even the colors of the malignant lesions usually show characteristic shades that are not

found in other skin conditions. This provides an important diagnostic indication: if the

visual approach corroborates a suspicion of skin cancer, histology is necessary to make an

explicit diagnosis.

4.3 Computer Aided Diagnosis Systems

The medical scientific community looks with increasing interest at Computer Vision Systems

for skin lesion characterization. A Computer Vision System, also referred to as Computer

Aided Diagnosis (CAD) System, is a mix of technologies that enables a computing device to

inspect, evaluate and identify still or moving images.

As we saw in Section 4.1, skin cancer is one of the most insidious and aggressive tumors.

The growing spread of this particular type of cancer is also a cause for concern. Fortunately,

a diagnosis in the initial stages often allows a successful treatment of this type of skin lesion.

Early detection and removal turn out to be a decisive treatment when the tumor is still small

and thin. This justifies the need to provide tools that allow early and accurate diagnosis,

both facilitating the work of specialists and allowing the release of low-cost solutions for

effective self-diagnosis.

Currently the diagnosis of melanoma through fully automated analysis is far from be-

ing considered stable and the diagnostic accuracy is still dependent on the experience of

dermatologists [168]; a desirable solution would be the use of systems able to offer a sec-

ond opinion to the specialist. In clinical evaluation, dermatologists adhere to some reference

protocols that better than others allow to identify the tumor lesions of the skin.



4.3. Computer Aided Diagnosis Systems 99

The physicians typically refer to the ABCDE protocol [169](which stands for lesion asym-

metry, border irregularities, color variation, diameter and evolution), the 7-point checklist

[166] and the Menzies method [170]. If the specialists consider the case examined to be sus-

picious, they proceed with further investigation on a portion of tissue taken by biopsy. The

pitfall lies is the fact that in the initial stages melanoma appears similar to other benign le-

sions and it is difficult to identify even for expert dermatologists; the tendency of physicians

to underestimate melanoma in the initial phase should not be overlooked [171].

Medical imaging has transformed the way physicians perform assessment, diagnosis,

and disease monitoring. Digitized medical images contain an enormous amount of numer-

ical data that simple visual observation, the so-called "qualitative analysis", cannot process.

Visual analysis manages to extract only a small part of the information contained in a digital

medical image. If these images are processed and analyzed through evolved CAD Systems,

it is possible to obtain significant quantitative data, able to provide information on the under-

lying physiopathological phenomena; thus, it’s possible to support diagnostic and surgical

intervention. The visual nature of skin diseases makes digital imaging extremely useful in

everyday practice.

The design of computer vision systems for the diagnosis of skin lesions encompasses

image acquisition, image processing, segmentation, features extraction and, at the end, clas-

sification step (see Figure 4.12). In the present Section we will focus on peculiarities of each

of these phases, referring to applications related to skin lesions.

FIGURE 4.12: Main steps in biomedical image processing

4.3.1 Image Acquisition methods

Imaging in dermatology plays a fundamental role in the assessment and monitoring of skin

cancer. Although physicians rely primarily on their eyes, numerous tools have been devel-

oped to improve melanoma detection. Imaging can be at the level of total body photography

to detect changes in the size, shape or color of individual lesions, but also at the subcellular

level with techniques such as confocal reflectance microscopy used to visualize atypical cells.

The various imaging techniques are used upstream of computer vision systems with the

aim of providing support for the identification of specific lesions within a field of lesions of

similar appearance.
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In particular, Epiluminescence Microscopy (ELM, or Dermoscopy) makes the epidermis

translucent and allows an in-depth analysis of the surface texture of skin lesions. Transmis-

sion Electron Microscopy (TEM), returns detailed information on the structure of the lesion

in the dermis, and it is therefore used to monitor the evolution of melanoma. Through the

lateral transillumination, the light source points towards the lesion with a certain angle,

making translucent both the superficial and the sub-surface layers of the skin. In this way,

it’s possible to appreciate the variations of blood flow and vascularization of the lesion also

analyzing the colorimetric variations of the pigmentation. Computed tomography (CT) im-

ages have also been used for detection of melanomas monitoring the progress of the disease

and patient’s response to possible treatments.

TECHNIQUE ADVANTAGES

PHOTOGRAPHY

Digital Photography,

Total Body Photography,

UV Photography

• Economical, long-term data storage, easy management.

• Facilitates skin self-examination.

• Long term Follow Up.

• 3D-TBP generates a 3D avatar, allowing for enhanced visualization of
body surface.

• Possibility to evaluate sun damage.

DERMOSCOPY
(ELM)

• Magnifies skin 20× to facilitate diagnosis.

• Monitors skin lesions over time.

• Establish criteria for diagnosing skin cancer that correlates well with
histopathologic features.

• Diagnoses pigmented and non-pigmented skin cancer with better sen-
sitivity, specificity and correctness compared to ones made with naked
eyes

REFLECTANCE
CONFOCAL

MICROSCOPY
(RCM)

• High magnification 30×, which allows for imaging of microscopic
structures.

• Allows for imaging to a depth of 200µm down to papillary dermis

• Non-invasive and may reduce the need for biopsy.

• Low power laser without tissue damage.

• Facilitates diagnoses of equivocal features, allows for delineation of
surgical margins, and useful for long-term monitoring.

OPTICAL
COHERENCE

TOMOGRAPHY
(OCT)

• Non-invasive and may reduce the need for biopsy

• High resolution of 3− 15µm allows for imaging of microscopic features.

• Depth of 1.5 mm is better than RCM

• Generates 2D and 3D images.

• Wide applications for imaging lesions, aging skin, skin moisture and
engineered tissue.

• Possible use with other techniques, including Doppler to enhance diag-
nostic correctness.

TABLE 4.1: Advantages of most prominent current imaging techniques in
Dermatology

Positron emission tomography (PET) involves the use of fluoro-deoxyglucose [172], and

is a useful diagnostic method for examining the potential metastatic of cutaneous melanoma.

The absorption of fluoro-deoxyglucose has been correlated with the rate of proliferation and
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therefore the degree of malignancy of a given tumor. Alternative techniques like multifre-

quency electrical impedance [173] or Raman spectra [174] are other useful screening meth-

ods. The electrical impedance of a biological material is associated with the momentary

physical properties of the tissue. Raman spectra are obtained by aiming a laser beam at a

sample of skin lesion. The laser beam excites the molecules in the sample and a dispersion

effect returns useful information on the physical structure of the tissue sample. The vari-

ous image acquisition techniques used in Dermatology present specific characteristics that

make it more or less suitable depending on the case. The pros and cons of some of the most

widespread techniques are shown in Table 4.1 and in Table 4.2.

TECHNIQUE LIMITATIONS

PHOTOGRAPHY

Digital Photography,

Total Body Photography,

UV Photography

• Only superficial morphological analysis of the skin.

• Traditional 2D-TBP takes time and may be uncomfortable for the pa-
tient.

• Heavy management of images to ensure patient privacy.

DERMOSCOPY
(ELM)

• Proper training is needed.

• Interpretation of results is subjective.

• Limited magnification restricts its applications.

REFLECTANCE
CONFOCAL

MICROSCOPY
(RCM)

• Proper training is needed (associated learning curce).

• Unable to image lesions beyond papillary dermis, thus cannot reliably
evaluate tumor invasion.

OPTICAL
COHERENCE

TOMOGRAPHY
(OCT)

• Expensive and requires proper training and experience.

• Strong scattering limits the depth to thin tumors and cannot reliably
evaluate tumor invasion.

• Cannot differentiate between benign and malignant lesions effectively
due to limited resolution

TABLE 4.2: Limitations of most prominent current imaging techniques in
Dermatology

One of the increasingly adopted techniques is epiluminescence microscopy (ELM, or Der-

moscopy). Dermoscopy is a non-invasive technique that uses incident light beams and pos-

sibly baths in special oil to inspect the sub-surface structures of the skin. Although the de-

tection of melanoma by Dermoscopy is better than the non-assisted one, the training of the

dermatologist remains the discriminating element for an accurate diagnosis. Distinguishing

a melanoma from a melanocytic nevus is not easy, especially in the initial phase, even when

expert dermatologists operate with the aid of dermoscopy.

CAD Systems are able to extract information, in terms of color variation, asymmetry,

texture features, which may not be easily perceived by human eyes. Dermoscopy is also

one of the cheapest ways through which identify and classify skin cancer. The classical

methodology would require the removal of a piece of tissue from the patient’s body in order

to perform histologist analyzes. Biopsy is an invasive examination that involves costs for

both the patient and the health system.

CAD Systems are designed to detect the presence of cancer cells in the image. These

frameworks typically use digital image processing techniques obtainable, for example, through
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a dermatoscope and automatic learning techniques such as SVM for the final classification

of images. These solutions allow early diagnosis of skin cancers without the need to apply

oil on the lesion: clear images are obtained with a quick and clean approach. In this way,

solutions that exploit image magnification together with artificial intelligence approaches

allow the automatic diagnosis of melanoma directly from dermoscopic images.

Among the advantages of Dermoscopy (ELM), it should not be overlooked that this

imaging technique eliminates superficial skin reflex, allowing better diagnostic accuracy

compared to standard photography. Malignant melanoma lesions are asymmetrical and

have an irregular and serrated edges. The accurate observation of skin lesions is of fun-

damental importance, considering that atypical moles could be benign. These moles with

an unusual appearance are also known as dysplastic nevi. Dysplastic nevi can resemble

melanoma and people exhibiting them are at great risk of developing melanoma in a a mole

or other parts of the body.

Figure 4.13 shows a sample of images of common nevi, dysplastic nevi and malignant

skin lesions (melanomas) taken from PH2 which is a dermatoscopic dataset [3].

FIGURE 4.13: A collection of images from PH2 database: common nevi (1st
row), dysplastic nevi (2nd row) and melanomas (3rd row).

The advancement of camera technology even on wearable devices such as smartphones,

as well as the new paradigms of the Internet of things, opens new horizons to the possibil-

ities of creating self-diagnosis systems on accessible skin lesions [175]. These solutions will

be possible, also thanks to development of new image classification algorithms (see [145],

[176], [177]), characterized by streamlined learning phases that allow to overcome the need

of experts manual segmentation of images.

More and more attention is being paid to the solutions that intend to implement new

health care models, involving and driven by the patient, supporting decision and responsi-

bility processes, considering predictive and preventive aspects [10].

4.3.2 Image Pre-processing

CAD systems makes possible a better monitoring of patients at risk avoiding unnecessary

biopsies as well as identifying the sites of previous excisions; in this way it is possible to
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improve the reliability of the diagnosis. Pre-processing is the first stage of automated de-

tection used to improve the quality of images. Depending on the technique adopted for the

generation of images, there is a need for customized pre-processing steps. A first goal is to

separate the lesion area from healthy skin. This operation is difficult due to the presence

on dermoscopic images of irregular lighting, frames, gelatinous material and intrinsic skin

characteristics that make difficult edges detection of lesion. Therefore, anything that could

affect the image must be localized and then removed, masked or replaced. Many approaches

have been used in literature, including image resizing, masking, cropping, hair removal and

the conversion from RGB to gray-scale images.

As we saw in the previous Section, Dermoscopy is a useful technique to investigate skin

lesions. Dermoscopy is increasingly considered a preferential approach to promote both

correctness and accuracy in diagnosis. Skin cancer images obtained with this technology are

used in CAD Systems to screen melanoma, verifying also stages of evolution in a timely and

accurate way. Also dermoscopic images may be influenced by some artifacts, including the

gradual transition between the lesion and the skin, the presence of hair, the eventual transi-

tion effects of gel and the water bubble, plus colored lesions and specular color reflections.

The presence of these artifacts can generate incorrect assessments of the lesion and, there-

fore, of the classification of skin cancer. It is necessary to provide pre-processing steps to

properly manage these artifacts, by removing unrelated and excess parts present in the back-

ground. Image pre-processing techniques were first used to limit the search for outlier [178].

Over time, other needs emerged, such as the need of removing hair or reconstructing im-

ages processed after a pre-processing phase. It is possible to summarize the results of the

pre-processing phase in three main categories: image improvement, image restoration and

hair removal (see Figure 4.14).

FIGURE 4.14: Image pre-processing for automated skin detection

The techniques used by researchers for image pre-processing useful for CAD systems for

melanoma detection are reported below.

Image Enhancement

Image enhancement improves the specialists’ image interpretation, providing also “better”

inputs for other image processing techniques. Nowadays, many techniques have been pro-

posed which can improve a digital image without degrading it. These methods are very

problem-oriented: the choice of parameters and the way they are modified are strongly re-

lated to the specific interest. Typically image enhancement methods can be divided into:

• Spatial domain

• Frequency domain.



104 Chapter 4. Machine Learning and Automated Melanoma Detection

With spatial domain techniques, the pixels of a certain image are directly manipulated to

achieve the desired improvement. Vice-versa with frequency domain methods, the Fourier

transform of the image is computed to have a representation in the frequency domain. Once

the optimizations are made on the Fourier transform of the image, the inverse transforma-

tion is performed to get the resulting image back. In this way, the image parameters are

improved, such as image brightness, contrast or gray level distribution. Image Enhance-

ment is defined as provider of the “better” transform representation for further automated

steps of detection [179]. Thus, image enhancement can be contextualized in three categories:

Image scaling

In computer graphics, image scaling refers to resizing a digital image, while magnifica-

tion is known as up-scaling or improved resolution. When resizing a vector graphic image,

the graphic primitives that make up the image can be resized by geometric transformations,

without loss of the image’s quality. When resizing a raster graphic, a new image must be

generated with a larger or smaller number of pixels. If the number of pixels decreases (scal-

ing down), there may be a loss of visible quality. Image scaling techniques are applied due

to the lack of equal and standard image sizes. Because skin cancer images can be collected

from different sources, the first step is to resize images, for example, to get fixed width pixels

but varying height sizes [180].

Many algorithms have been proposed for image scaling. We report Nearest-Neighbor

interpolation [181]. This algorithm uniforms the color of the image replacing the values of

some pixels with the nearest pixel values. This can preserve sharp details, but also introduce

jaggedness in previously smooth images. Much interest is laid on deep convolutional neural

networks, that tipically uses machine learning for more detailed images such as photographs

and complex artwork [182].

Color Space Transformation

A color space is a geometrical and mathematical representation of color. There is no gen-

eral method that is applicable to all domains; the number of variables involved make for

complexity such that a complete theoretical analysis is not feasible in most practical applica-

tions. In any problem of color quantification, the first step toward a solution is to define the

color space. Historically, many different representations have been defined, but each was

developed for a specific purpose. Since color information plays an inevitable role in skin

cancer detection systems, researchers try to extract the more closely related color of images

for further processing.

Generally, the common color spaces include RGB, HSV, HSI, CIE LAB and CIE-XYZ.

RGB is a color space which comprises the red, green, and blue spectral wavelength. The

most frequent presentation of colors in image processing is RGB. Since RGB color space

has some limitation in high level processing, other color space representations have been

developed [183]. HSV and HSI color spaces imitate the human visual perception of color

in terms of hue, saturation and intensity which are respectively the average wavelength of

the color, the amount of white in the color and the brightness. CIE-LAB is a widely used

color space which has been proposed to provide uniformity. CIE-XYZ is another color space

which can produce every color with positive tristimulus values [184]. The human eye has

photoreceptors for the display of medium and high brightness colors with sensitivity peaks

in short wavelengths (S, 420-440 nm), averages (M, 530-540 nm), and long (L, 560-580 nm).
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Thus, the sensation of color is described by three parameters. These tristimulus values of a

color are the sum of the 3 primary colors in a color model with 3 additive components (see

Figure 4.15).

FIGURE 4.15: The color features of the CIE standard

To effectively detect the edges of the lesions it is useful to obtain high-level variations be-

tween intensities; one popular way to guarantee this result is to convert color image to gray-

scale version. Since LAB is one of the useful color models that represent each color through

three luminance components, red/green and blue/yellow, it may be useful to transform the

RGB into LAB passing through an intermediate transformation using the XYZ color space.

Luminance would present a gray-scale skin image [185].

One of the steps that must be taken into account optimizing an image, is a correct eval-

uation of the color space most appropriate to the context of interest. Image transformations

in different color spaces may be necessary.

Contrast Enhancement

Image enhancement techniques have been widely used where the subjective quality of

images is important for human interpretation. The contrast is given by the difference in

luminance reflected by two adjacent surfaces, that is the difference in visual properties that

makes an object distinguishable from other objects and from the background. When the

contrast of an image is concentrated on a specific region, information can be lost in areas that

are uniformly concentrated. Contrast Enhancement plays a fundamental role in increasing

the quality of an image, both for sharpening the edge and for improving the difference in

brightness between background and foreground.

In general, the most widely adopted techniques of contrast enhancement are classifiable

in "Linear" and "Nonlinear" [186]:

• Linear contrast enhancement techniques refer to contrast stretching techniques. The con-

trast of the input image is emphasized by varying the values of the gray level so that

the histogram extends to the entire interval [187]. These techniques are mainly used in

remote sensing images.

• Nonlinear contrast enhancement techniques are commonly used in the medical field [188].

Contrast enhancement is obtained, through equalization steps and using algorithms to

generate the histograms associated with images.
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For automated skin cancer detection, the local details of the region where melanoma

is located are more important than those of the background of healthy skin. Techniques

such as the equalization histogram (HE), the equalization of the adaptive histogram (AHE)

and unsharp masking are often used together [180]. On the other hand, although HE can

also sharpen the image, it has the drawback of reducing the surrounding details. For this

reason the researchers are still investigating the issues of contrast enhancement. Delgado

et al. [189], proposed a contrast enhancement method, based on independent histogram

research (IHP). The presented framework foresees the linear transformation of the original

RGB image into a decorrelated chromatic space, in order to completely separate the lesion

and the background skin.

Edge detection is then performed on transformed images, characterized by high contrast,

using a simple clustering algorithm. A technique known as “independent histogram pur-

suit” consists in finding a combination of spectral bands that enhance the contrast between

healthy skin and lesion [190].

Image Restoration

Image restoration is defined as the procedure to recover degraded, blurred and noisy im-

ages [191]. It is possible to restore images affected by one or more noises using to different

ways. Image noise is a random variation (not present in the photographed object) of bright-

ness or color information in images, and is usually an aspect of electronic noise. It can be

produced by the sensor and the various circuits of a scanner or a digital camera.

The noise of the image can also come from the grain of the film and in the inevitable

noise of the shot of an ideal photon detector. Image noise is an unwanted by-product of

image acquisition that adds incorrect and foreign information [191]. Since the degraded

images may imply incorrect diagnoses, it is necessary to intervene. Noted the noises present

in the image it is possible to obtain an effective restoration by applying specific filters and

algorithms.

Restoration from noise

Image reduction is an essential step in preprocessing an image. It is difficult to apply

a de-noising method without considering the specificity of the application. The goal is to

pursue both the suppression of noise and the preservation of sharp edges [192]. Among the

noises most frequently present in the dermoscopic images, we recall those of Gaussian, Salt

and Pepper, Poisson and Speckle [193].

The presence of a noise may depend from the adopted image acquisition technology. In

what follows, we have a brief description of the noises that may be present in dermoscopic

images. To complete the description, Figure 4.16 gives a graphic representation of the noises

on a photo.

• Gaussian noise

The standard model of Gaussian noise is independent in intensity of signal at each

pixel. In some color cameras used for digital acquisition of skin lesions, there is more

amplification in the blue channel, which therefore may present more noise. Color fea-

tures are particularly important in the diagnosis of skin cancer, where the presence of

bluish structures is a strong indicator of the presence of the malignant melanoma.
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FIGURE 4.16: Visual Noise Effect

• Salt-and-pepper noise

It consists in the presence of light pixels in dark regions ("salt") and vice versa ("pep-

per"), thus obtaining the characteristic contrast between the pixels affected by noise

and the surrounding ones. This type of noise can be caused by dead pixels, analog-to-

digital converter errors, data transmission errors between the camera’s sensor and its

image processing units. This can be largely eliminated by subtracting the dark frame

and interpolating around dark/bright pixels.

• Poisson noise

Poisson noise or shot noise is characterized by the granular characteristics of the elec-

tric charges. There is a shot noise in the thermionic emission of a cathode or in the

current flowing through the junction of a semiconductor. Statistically it is appropri-

ately described by a Poisson process. Shot noise is white up to frequencies of the order

of the inverse of the electron transit time [194].

• Speckle noise

Speckle noise is a granular noise that inherently exists and degrades the image quality

of the active radar and synthetic aperture radar. Speckle noise results from random

fluctuations in the return signal from an object that is not larger than a single image

processing element. As a consequence of this noise the average gray level of a local area

is increased. The impact is generally severe, causing difficulties for the interpretation

of the image.

The basic methods for de-noising an image can be classified as Spatial Filtering and

Transform Domain Filtering [195]. Spatial filtering includes a predefined operation that

modifies the grey value of each pixel according to the pixel values of square neighborhood

centered at that pixel [196].
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In order to provide a useful starting point for further analysis, we recall filters [193], [197]

most used in pre-processing steps on dermatologic images. Mean filters (see Table 4.3), work

best with Gaussian noise and could be effective for salt and pepper noise. Although these

filters reduce the noise, they blur the image reducing sharp edges. Statistic filters (see Table

4.4) work well on speckle noise, and they allow the removal of noise while preserving edges.

MEAN Filter Characteristics

Arithmetic
Mean Filter

(ArMF)

• This is the simplest of mean filters.

• ArMF process computes the average value of the corrupted image in
a particular ares S. The value of the restored image at any point (x, y)
is simply the arithmetic mean computed using the pixels in the region
defined by S.

• ArMF simply smoothes local variations in a image. Noise is reduced
as a result of blurring: it can uniform the noise and works well with
Gaussian noise.

Geometric
Mean Filter

(GMF)

• Each restored pixel is given by the product of the pixels in the sub-
image window, raised to the power 1/mm.

• A geometric mean filter achieves smoothing comparable to ArMF, but
it tends to lose less image detail in the process.

Harmonic
Mean Filter

(HMF)

• HMF works well for Salt noise but fails for pepper noise.

• HMF works well also with other types of noise like Gaussian noise.

Contraharmonic
Mean Filter

(CMF)

• CMF is well suited for reducing the effects of salt and pepper noise. It
cannot do both simultaneously.

• CFM reduces to ArMF if Q = 0, and to HMF if Q = 1, where Q is the
order of the filter.

• It can preserve the edge and remove noise much better than ArMF.

TABLE 4.3: Mean Filter

Adaptive filters (see Table 4.5) work best when the noise is constant-power (“white”)

additive noise like Speckle noise.

A second classification of de-noising methods is based on wavelet transforms resuming

the Fourier transform. Wavelet transforms are defined as mathematical functions that ana-

lyze data based on scale or resolution [198]. In the particular context of digital image analy-

sis on skin cancer, the most common filters applied by researchers to optimize images in the

pre-processing phase are median filter, adaptive filter, middle filter and Gaussian smoothing

filter [197], [199].

Restoration from blur

Many techniques and algorithms for image restoration are available, each of them with

its own characteristics. In general, image restoration techniques are classified into two cat-

egories, blind image restoration and non-blind restoration [200], [201] depending on how

well the noise degrading the image is known. Medical images can be affected by noise or

blurring, making a correct diagnosis difficult for physicians. Restoring the degraded med-

ical images becomes an important issue in doing reliable diagnosis. The blur is a kind of

degradation which occurs when there is movement of the camera [202].
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STATISTIC Filter Characteristics

Median filter
(MF)

• MF works by moving thought the image pixel by pixel, replacing each
value with the median value of neighbouring pixels.

• MF is less sensitive to the extreme values. So, it can remove the outlier
without reducing the sharpness of an image.

• MF is an effective filter for salt and pepper noise: the original value of
the pixel is included in the computation of the median.

• MFs are quite popular because they provide excellent noise-reduction
capabilities, with considerably less blurring than linear smoothing fil-
ters of similar size.

• MF is widely used as it is very effective at removing noise while pre-
serving edges.

Max and Min Filter
(MMF)

• MMF blurs the image by replacing each pixel with the difference of
the highest pixel and the lowest one respect to the intensity, within the
specified window size.

• This filter is useful to find the darkest points of an image.

Mid Point Filter
(MPF)

• MPF is the best for random distributed noises such as speckle noise.

Gaussian smoothing Filter
(GF)

• GF is used to blur images and remove noise and detail.

• GF is a useful filter for smoothing and sharpening the image.

• GF removes "high-frequency" components from the image (low pass
filter).

TABLE 4.4: Statistic Filter

ADAPTIVE Filter Characteristics

Adaptive local noise
reduction filter

(ALNF)

• ALNFs are capable of de-noising images that have abrupt changes in
intensity.

• ALFNs adjust its parameters during scanning the image to match the
image generating mechanism.

• ALFNs work better than mean filters and they can be used for random
noises.

Adaptive
Median Filter

(AdMF)

• In can preserve the details of smoothing non impulse noise as the tra-
ditional median filter is not able to do.

• AdMF performs spatial processing to determinate which pixels in an
image have been affected by impulse noise.

• AdMF classifies pixels as noise by comparing each pixel in the image
to its surrounding neihborg pixels. The size of the neighborhood is
adjustable, as well as the threshold for the comparison.

TABLE 4.5: Adaptive Filter
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There are several deblurring techniques such as the Lucy-Richardson algorithm tech-

nique, the Inverse filter, the Wiener filter and the neural network approach [201], [202].

In medical applications, the Wiener filter is one of the most powerful de-blurring tech-

niques also used to remove noise. Wiener filter achieves noise reduction with some integrity

loss of the speech signal. However, few efforts have been successful in showing the relation-

ship between noise reduction and speech distortion [203].

Hair Removal

Recently, there has been an increase in the number of studies using imaging techniques

to analyze melanocytic lesions and for mapping the total mole. An important issue regards

pre-processing of dermatoscopic images, concerning the removal of hair. In fact, although

the thin blood vessels and the cutaneous lines can be smoothed using the restoration filters

referred in the previous section, the presence of short hair in the automated analysis of small

skin lesions is an impediment capable of infecting the segmentation phase, and contributing

to an inaccurate final diagnosis.

To remove thick hair in skin cancer images, researchers proposed methods based on

mathematical morphology, on the detection of the curvilinear structure, on a inpainting

based method, on Top Hat transformations combined with bicubic interpolation. In [204],

the authors present an interesting review on hair removal techniques.

The objective pursued by the pre-processing phase of skin cancer detection systems, pro-

vides that the resulting images are distinguishable from the initial ones and are ready to feed

the segmentation phase. In [205] DullRazor, a software tool to remove hair from images, was

presented. DullRazor cleans the image using the following steps:

1. Identify dark hair positions using a generalized grayscale morphological closure oper-

ation.

2. Check the shape of the hair pixels as a thin and long structure and replace the verified

pixels with a bilinear interpolation.

3. Smooth the replaced hair pixels with an adaptive median filter.

It has been tested on real dermatoscopic images with satisfactory results. Figure 4.17 (a)

shows a lesion covered by thick hair and Figure 4.17 (b) shows the result after hair removal

step.

FIGURE 4.17: An image of nevus: (a) with hair, (b) after pre-processing step
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An interesting comparative study of advanced hair repair methods is [204], where the

authors propose an algorithm which does not disturb the tumor’s pattern when repairing

the hair pixels.

An accurate hair removal phase should be included in any Computer Vision Systems for

melanoma detection as a pre-processing step, in order to repair the structure of melanoma

images making them consistent with human vision.

4.3.3 Image Segmentation

During the segmentation step, the initial objective is to separate skin lesion (region of interest

ROI) from healthy skin (Figure 4.18). Without the pretension to be exhaustive, we can report

the following four types of segmentation methods:

• Threshold base, including methods such as the Otsu method, the local and global thresh-

old, maximum entropy, histogram based methods, and so on.

• Region-based, growth of the sown region, watershed segmentation, are examples of this

class.

• Pixel-based, including methods such as fuzzy c-means clustering, random field Markov,

artificial neural network which is reinforcement algorithm.

• Model-based, such as the deformable parametric model, layer sets.

FIGURE 4.18: (a) original image (b) segmented image

The operation to identify the lesion can be done manually, based on the experience of der-

matologists, or using software solutions for color segmentation like IMAGEJ and EDISON

an edge detection and segmentation system of images. An accurate edge detection of skin

lesion is essential to quantify the geometric characteristics of the tumor such as the area, the

perimeter and the maximum diameter of the melanoma. Starting from dermoscopic image of

a lesion, there are multiple features, both globally and locally, that can indicate whether the

lesion is benign or malignant. There are many features used for the prediction of melanoma,

including streaks [206], atypical pigment network[207], dots and globules[208], blue-white

veil [209], granularity [210]. Even benign dermoscopy features can be equally important in

automatic identification [211].

The contextual use of different criteria is the way for early detection of malignant melanoma

and other types of skin cancer. Color, structure, shape, relative dimensions, positioning of

the lesion, as well as their distribution in the lesion area are used in the segmentation of
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clinical features [212]. Pre-processing methods are rigorously examined to find the right

combination that best suits the targeted feature detection. We must not leave the possibility

of using both visual observation and application of filters for image optimization.

Artifacts, such as dark peripheral regions and color wheels, should be avoided com-

pletely by masking them in advance. This can already be achieved in the initial step of

lesion segmentation. Choosing the right combination of color channels for segmentation

algorithm is just as important as choosing right segmentation approach.

Post processing is also crucial and should be carefully selected, based on the type of

filtering necessary to achieve the best results. In fact, it should be kept in mind that the

features used for the definitive classification of the lesion will be generated subsequently

using the portions of original image.

4.3.4 Features Selection

The segmentation process aims to discard pixels from non-skin regions to simplify the im-

age and to individuate the lesion. After this step, important usable features for melanoma

detection are evaluated. Features extraction implies measurements inside image portions

representing objects arising from the segmentation step.

In image analysis, the step of features extraction isn’t often discussed enough in many

publications, especially regarding the definition of features and the objective methods for

measuring them. Applications frequently use statistical methods for extracting features or

use filters, such as multi-channel filtering. In other applications we can appreciate solu-

tions that provide principal component analysis (PCA) of a binary mask of the lesion, the

co-occurrence matrix at the gray level (GLCM) [213], the Fourier spectrum [214], Gaussian

derivative kernels [215] the transformation of the wavelet package (WPT) [216], and feature

boundary extraction in order to reduce data redundancy [217].

The ABCD system [213], the 7-point checklist [218], 3-point checklist [219], model analy-

sis [220] and Menzies method [221] are protocols that direct in deciding the features that can

opportunely be extracted. Reliability in clinical diagnosis is very high for the ABCD rule,

also with low computational burden [222]. On the other hand, comparative studies show

that solution based on Menzies method achieves best sensitivity performance [223]. There-

fore, many automated decision support systems use the ABCD rule or the 7-point checklist

for feature extraction step.

Several studies have also demonstrated the effectiveness of the edge shape descriptors

for the detection of malignant melanoma both in clinical and in computerized assessment

methods [224]. The scientific community is trying to achieve Computer Vision System able

to extract the features borrowed from the traditional diagnostic analysis protocols. The aim

is to achieve a reliable classification of skin lesions identifying cases of malignant melanoma,

dysplastic nevus or common nevus.

Conventionally the following methods are mainly used: ABCD rule of dermoscopy,

Seven-point checklist, and Texture analysis. In the following paragraphs, we report the fea-

tures used for each of these approaches.

ABCD Rule

the ABCD rule investigates the asymmetry (A), the border (B), the color (C) and the differ-

ential structures (D) of the lesion and defines the basis for a diagnosis by a dermatologist.
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Currently the protocol has been extended to a larger version which also includes change or

evolution (E) in color and/or size of lesion.

In Computer Vision System omitting the E-related information there are no significant

worsening in terms of classification; so it’s a good solution to leave the evolution or change

of nevus (E) as a potentially usable feature for the specialist.

• A) Asymmetry

Dermatologists evaluate asymmetry comparing the two halves of the lesion according

to the principal axis. Stoecker et al. [225] presented an algorithm capable of evaluating

an asymmetry index of the lesion, looking at principal axis; in the case of a symmetric

lesion, principal axis coincides with the symmetry ones. This index is evaluated defin-

ing a percentage of asymmetry, considering the smallest difference between the image

area of the lesion and the image of the lesion reflected from the main axis.

Another method [226] considers the center of gravity of the lesion, and calculates the

asymmetry index for the differences between the areas defined by the 180 axes. Asym-

metry is a quantifiable property that can be used to discriminate and characterize

melanomas.

Lengthening index is used to describe the lengthening and the anisotropy degree of the

lesion. This index is related to eigenvalues λ′, λ′′ of the inertia matrix, and is defined

according to the relationship between the moment of inertia around the principal axis

λ′ and the moment of inertia around the secondary axis λ′′[227].

• B) Border

The edge identification of the lesion is a very critical step in the whole process of im-

age segmentation, which aims at the separation of the skin lesion from healthy skin.

For these purposes a series of segmentation techniques are referred in section 4.3.3.

The most innovative approaches try to combine both color transformation and edge

detection techniques, using algorithms able to capture active contours[228].

In [229] we find interesting comparisons of some of the most common features. Among

these, we highlight: the larger diameter, area, edge irregularity, thinness ratio [230],

circularity index (CIRC), variance of the distance between points of the frontal lesions

to the centroid position [231] and symmetry distance (SD) [232].

Aspect ratio

The most common shape factor is aspect ratio, a function of the largest diameter and

the smallest diameter orthogonal to it:

AR =
dmin

dmax
(4.1)

The normalized aspect ratio varies from approaching zero for a very elongated particle,

such as a grain in a cold-worked metal, to near unity for an equiaxed grain.

The reciprocal of the right side of the above equation is also used, such that the AR

varies from one to approaching infinity.
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Circularity Index

Another very common shape factor is isoperimetric quotient or circularity, defined as

function of perimeter P and area A:

Circ =
4Aπ

P2 (4.2)

The circularity (4.2) of a circle is 1, and much less than one for a starfish footprint. The

reciprocal of the circularity index is also used, such that fcirc varies from one to infinity.

Compactness shape factor

The compactness shape factor is a function of the polar second moment in of a particle

and a circle of equal area A [233].

fcomp =
A2

2π

√

i1
2 + i2

2
(4.3)

The fcomp of a circle is one, and much less than one for the cross-section of a beam.

Elongation shape factor

The less-common elongation shape factor [233] is defined as the square root of the ratio

of the two second moments of the particle around its principal axes.

felong =

√

i2
i1

(4.4)

Fractal dimension

Many methods exist to analyze the scale of the edge structures. Different studies have

been carried out on images using fractal analysis [234]. This allows the repetition of

the structure to be measured at a certain scale, and can be implemented on a grey-scale

version of the image. The fractal dimension d is an essential parameter related to the n

elements and the dilatation ratio 1
k . The fractal dimension is given by:

n = (
1
k
)−d (4.5)

and

d f rac = (
log n

log k
) (4.6)

Simmetry Distance

Simmetry Distance (SD) calculates the average displacement between a number of ver-

tices when a transformation is applied that makes the original shape symmetrical. The

symmetrical form closest to the original form P is called the symmetry transform (ST)

of P. The SD of an object depends on the effort required to transform the original shape
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into a symmetrical shape. It’s calculated as follows (4.7):

SD =
1
n

n−1

∑
i=0

‖Pi −
a

Pi‖ (4.7)

Emphasis is also placed on the features that quantify the transition from the lesion to

the skin [234]. Features like minimum, maximum, average, and variance responses of

the gradient operator applied on the intensity image along the lesion border are used

for these measures.

Thinness Ratio

The thinness ratio and polygon area can be used to define how large or small the gap

or overlapping area can be considered a "sliver". Thinness is often used to define the

regularity of an object. After calculating the area (A) and the perimeter (P) of an

object, we can define the thinness ratio as:

TR = 4π
A

P2 (4.8)

This measure takes a maximum value of 1 when a circle is considered. Objects of

regular shape have a higher TR than similar irregular ones. Generally, TR’s value is

less than 1.

• C) Color

The colors within the lesion are identified: areas of light brown, dark brown, black, red

are indicative of vascularized zones, clear areas are relative to healthy skin and areas

with slate blue hues are strongly indicative of malignant lesions [235]. Usual situations

involves the use of RGB images that can be managed through the individual red, green

and blue color channels. Other color channels such as cyan, magenta, yellow (CMY)

can also be taken into consideration that is to say the notation hue, saturation, value

(HSV):
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where hue is defined as follow:
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W −→ i f G > B

(2π − W) −→ G < B

0 −→ i f G = B

(4.10)

In [235] the spherical coordinates defined for the pixels belonging to the lesion are

used. These are typically defined in the following equations where A and B are angles:
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L =
√

R2 + G2 + B2,

A = cos−1( B
L ),

B = cos−1( R
L·sin A )

(4.11)

The change of colors can be appreciated by measuring the minimum deviations, max-

imum, averages and standards of the values of the selected channels and through the

intensity of the color, enhancing the chromatic differences within the lesion [211], [236].

Another valid method for estimating skin colors based on the normal skin structure

model is presented in [237].

• D) Differential Structures

The structural components present are identified and counted and a numerical score is

assigned and based on their presence. Typically the focus is on the pigment network,

on the points, on the globules, and on the strips. Areas without a structure are taken

into consideration if they are equal to at least 10% of the surface of the lesion [238].

Seven Point CheckList

The seven-point checklist (7PCL) [166], [239] is a detection protocol made up of seven criteria

that take into account both the chromatic characteristics and those related to the shape and

structure of the lesion (see Figure 4.19). The dermoscopic image of a melanocytic skin lesion

is analyzed in order to highlight the presence of these standard criteria and starting from the

assumption that everyone influences the final evaluation with a different weight.

If the resulting total score it’s bigger than three, this indicates that the injury is malignant,

directing the patient to a specialist’s visit.

The 7PCL was revised in 1989 to attribute to three factors a greater weight (change in

size, shape and/or color) leaving unchanged the weight of the remaining four; the total

score was weighted by considering 2 for the priority factors and 1 for the remaining ones.

The threshold value remained at 3 points.

FIGURE 4.19: Original and Weighted 7–Point Check List

Texture Analysis

Through textures analysis the information concerning the lesion plot is taken. The features

extracted relative to the textures are typically statistical and structural. Statistical methods

define the plot in terms of local statistics by focusing on the gray levels that, in a particular
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area of the lesion, can remain constant or vary more or less slowly. Among the most used

textural features, we recall the following [240]:

• Neighboring gray-level dependence matrix (NGLDM)

NGLDM is used to detect the presence of the pigmented network on skin lesions

[240]. The dissimilarity d is a measure correlated to the contrast by a linear incre-

ment of weights, which becomes concrete as we move away from the diagonal of the

co-occurrence matrix of the gray level (GLCM). A formulation of dissimilarity is:

d =
N−1

∑
i,j=0

Pi,j|i − j| (4.12)

in which i is the row number, j is the column number, N is the total number of rows

and columns of the GLCM matrix, and

Pi,j =
Vi,j

∑
N−1
i,j=0 Vi,j

(4.13)

is the normalization equation in which Vi,j is the digital number (DN) value of the cell

i, j in the image window (i.e., the current gray-scale pixel value).

• Angular second moment(ASM)

ASM, which is a measure related to orderliness, where Pi,j is used as a weight to itself,

is given by:

ASM =
N−1

∑
i,j=0

i · Pi,j
2 (4.14)

• Gray-Level Co-Occurrence Matrix (GLCM) mean

GLCM mean, µi, which differs from the familiar mean equation in the sense that it de-

notes the frequency of the occurrence of one pixel value in combination with a certain

neighbor pixel value, is given by:

µi =
N−1

∑
i,j=0

i · Pi,j (4.15)

• Gray-Level Co-Occurrence Matrix (GLCM)standard deviation

GLCM standard deviation, σi, which gives a measure of the dispersion of the values

around the mean, is given by:

σi =

√

√

√

√

N−1

∑
i,j=0

Pi,j(i − µi)2 (4.16)

The researchers that seek to automatically identify skin lesions exploit the available

computational capabilities using many of the features stated before, looking also to

new ones.
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4.3.5 Classification

The continuous proposals of new algorithms and techniques for the classification of der-

moscopic images highlight the need to summarize and compare algorithms used for the

classification of skin lesions.

We provide a road map of the classification algorithms referring also to new paradigms

of artificial intelligence that are interesting for the implementation of increasingly reliable

solutions [241]. We refer specifically to the Multiple Instance Learning approaches and the

Deep Learning paradigm.

In the classification step, the information extracted in the previous phases is used to pro-

duce diagnosis on the dermoscopic images. A first possible response is to provide a probabil-

ity value, which describes the probability of belonging to a specific class. A second possible

result is a dichotomous distinction between the two classes of melanoma and benign nevus.

Models such as logistic regression, artificial neural networks, K-nearest neighbor and

decision trees are all members of the first approach, while the models most commonly used

for binary classification include supporting vector machines. For a detailed description of a

specific classification approach, refer to the cited references.

K-Nearest Neighbour Algorithm.

The K-nearest neighbor classifier [242] is an important non-parametric method used in vari-

ous contexts for pattern recognition. When considering a lesion belonging to the test set, this

algorithm returns the K-vectors closest to the representative vector of the lesion managed in

the training set. The unlabeled sample is then assigned to the class represented by most of

the nearest neighbors. The operating principle is very simple as long as the classifier can

rely on a large and representative training set of the whole range of measurements that can

be expected from each class.

Some studies focus on the optimization of the selection procedures, on the definition of

the weight and the choice of the features with the aim at improving the performance of the

classifier [243]. K-nearest neighbor method uses data directly for classification, without first

providing for the creation of a model [244]. The only adjustable parameter in the model

is k, which is representative of the number of class members among the closest neighbors.

Decreasing k the model becomes more flexible, vice-versa its improvement corresponds to

a more rigid model: as well, with this model the tuning phase is particularly delicate and

related to the specific application. The choice of k can only be defined empirically taking

inspiration from application contexts similar to the one considered. Through this model

the specialists may refer to ”similar” cases to those at hand, also comparing lesions to be

investigated with other similar and already known lesions.

Interesting applications of this classifier are in [245], where a system for computerized

analysis of images obtained from Epiluminescence Microscopy (ELM) has been developed to

enhance early recognition of malignant melanoma. Through the use of shape features, they

have obtained interesting classification performance: sensitivity of 87% with a specificity of

92%.

In [246], K-nearest neighbor was first independently used, and later in combination with

other methods making a collaborative decision support system. To make the use of this

method effective, it is necessary to define a specific metric for the distance between data
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elements. Even, in this case, there are no general rules: the data structure is reflected in the

choice of the metric [247].

Decision Trees

As introduced in chapter 1, the decision tree approach is one of the most widely used tech-

niques of supervised machine learning. The model identifies a variable and a threshold

value in the domain of the chosen variable, to divide the data set by maximizing the sepa-

ration using a tree structure [248]. The best choice of variable and threshold is the one that

minimizes disparity measurements in the resulting groups. The most common adopted cri-

terion is the "information gain"; this means that entropy reduction due to this division has to

be maximized. Various versions of decision trees, such as ADWAT and LMT, are also used

for the classification of dermoscopic images.

The use of decision trees in medicine is privileged by the simplicity of the model that may

be easily expressed by a set of rules. Thus, the specialist is facilitated in understanding the

second opinion provided by a software predictor. The major disadvantage of decision trees

is linked to the greedy construction process which, on large training sets, generates complex

decision rules that behave well on training data but do not generalize well to unseen data

[249]. In such cases, the classifier model highlights the limitation related to excessive over-

fitting to training data.

In [250], a useful framework was proposed. Texture features, such as Energy, Entropy,

Contrast [251], [252], are extracted from the segmented image using the gray level recur-

rence matrix and are used to detect the presence of skin diseases. The proposed framework

classifies images in specific classes such as melanoma, leprosy or eczema, using the decision

tree technique that proves to be performing.

In [253], the role of the selected features and their combination to carry out classification

of skin lesion is emphasized. The MED-NODE data set is used, first by proceeding with a

pre-processing step of the images to remove the artifacts present. Various color features are

used and system performance is verified using Naı̈ve Bayes, Decision Tree and K-nearest

neighbor. The system achieves an accuracy of 82.35% on the decision tree which is greater

than other classifiers.

In [254] the Naı̈ve Bayes and Decision Tree techniques are used to diagnose malignant

melanoma using as training set DermIS and DermQuest images. The results show that the

accuracy rate of the Decision Tree is over 92%, while Naïve Bayes offers a 98% higher accu-

racy rate. Comparative results indicated that the proposed techniques have excellent accu-

racy compared to other techniques in the field of melanoma diagnosis.

Logistic Regression

Logistic regression is an algorithm that constructs the separating hyperplane between two

data sets, using the distance from the hyperplane as a probability of belonging to the class.

The model works with linear parameters and has found widespread use in medical applica-

tions, although it can only be used to calculate linear decision boundaries. The easily use of

the model facilitates the interpretation of the results in terms of probability supporting the

choice of class membership. Often this model is used to compare the performances of other

classifiers also able to determine linear and non-linear separation surfaces [247].
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In [255], a study is conducted to associate the risk factors for malignant melanoma with

their position on the body. The multivariate poly-symptomic logistic regression was used

to determine whether the risk factors differed among the anatomical sites. The risk fac-

tors examined demographic and pigmentary characteristics, factors related to sun exposure,

anatomical site-specific sunburn. A history of sunburn at an anatomical site was specifically

related to the development of malignant melanoma at that site more than at other sites. Age

and gender were the only risk factors that differed significantly between the anatomical sites.

The different age was explained by the differences in the histological subtype between the

sites. In this case, a fully use of linear regression was made for specific statistical surveys.

Considering degenerative steps in tumor progression and the multi - variable logistic

regression, in [256] a prognostic model for survival prediction related to primary cutaneous

melanoma has been developed.

The authors used histological criteria, assigning the melanomas to the stages of tumor

progression. These phases were the in-situ and invasive radial growth phase and the verti-

cal growth phase. After appropriate follow-up phases, 122 invasive tumors in the phase of

radial growth without metastases were found. The survival prediction of the affected pa-

tients has been improved thanks to the use of the adopted multivariable logistic regression

model.

In [257], the authors present a robust ”immunoscore model” to predict the "anti-PD1"

response of melanoma, that is a dedicated therapy for the treatment of melanoma. Consid-

ering that only a subset of patients with melanoma get benefits from PD1 inhibitors, the use

of a selection operator (LASSO) logistic regression allows to construct an "immunoscore"

based on the fraction of immune subsets and adopted gene set enrichment analysis. This

study aims to construct predictors to identify responders to anti-PD1 therapy.

Artificial Neural Network

Artificial Neural Network (ANN) is one of the vital parts of soft computing [258]. ANNs

are made up of small processing units, the so-called artificial neurons, capable of processing

elementary information, and are organized in highly interconnected schemes training to

mimic the human brain.

ANNs are used in various biomedical fields [10] also considering the use of the increas-

ingly numerous data sets today available [259]. This model proves able to learn complex

concepts that are potentially too complex for human detection. First implementations re-

quired an important effort for tuning to obtain satisfactory results; over time the Bayesian

methods [260] and the implementations of faster learning algorithms [261] allowed to use so-

phisticated methods solving the tuning parameters task. In this regard, various techniques

and clustering algorithms based on neural networks are used including the back propa-

gation network (BPN), radial basis function network (RBF) and extreme learning machine

(ELM) [262]. The use of neural networks is also widespread for the proposals of Computer

Aided Diagnosis system nowadays presented by the scientific community.

In [263], the authors propose a framework to facilitate early recognition of skin cancer

by applying the first-order extraction method using contrast, variance, standard deviation,

kurtosis, mean and smoothness. The proposed solution uses a multilayer Perceptron neural

network (MLP NN): the results show an overall accuracy rate of 83.86%. The most recent

best-performing frameworks, like the one presented in [264], are based on Convolutional
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Neural Networks (CNNs), a specific ANNs architecture, which represents the state-of-the-

art in any field of image processing, and it is characterized by several key properties that

decreed its success. More in detail, CNNs are a class of deep, feed-forward artificial neural

networks, usually applied, but not limited to, 2d images, or rather to data representable in

a grid structure. Taking inspiration from biological processes [265], CNNs mimic the visual

cortex, a region of the brain in charge of elaborating electrochemical signals generated by

the photo-receptors that constitute the cornea (i.e., our receptive field).

In addition to the advantages of general ANNs, CNNs are shift-invariant or space invari-

ant, thus inherently more efficient thanks to their shared-weights architectural feature and

being translational invariant [265], [266].

FIGURE 4.20: Example of CNN architecture

In Figure 4.20 CNNs take input images and transform them using convolutional, pooling,

and fully connected layers, into flattened vectors. The elements of the output vector (softmax

layer) represent the probabilities of the presence of disease. During the training process,

the internal parameters of the network layers are iteratively adjusted to improve accuracy.

Prediction tasks include both classification of the images as well as localization of medical

features such as tumors.

During the last few years, further advances in hardware (i.e., more powerful GPUs),

software (e.g., Keras, Tensorflow 2.0, etc.), neural network architectures, and data availabil-

ity enable researchers to test the capabilities of deep learning models and achieve promising

results in classification in medical image processing [267]. In particular, the architecture of

choice is based on CNNs, which is based on the main assumption that the input image is

compositional, meaning that it is formed of patterns that are local, stationary, and multi-

scale. The resulting key properties of CNNs, which ultimately decreed their success, are: the

ability to recognize the same pattern in different shapes, positions, and orientations within

the image (i.e., translational invariance), the activation of a neural path is based on the detec-

tion of a familiar pattern (i.e., locality), and the ability to learn increasingly complex abstract

structures in a hierarchical way (i.e., multi-scale) [268], [269].

Leveraging transfer-learning, i.e., loading pre-trained model trained on similar tasks, and

then fine-tuning the model on the task at hand, is a common and practical way of reducing

training time and achieving better overall performance. For instance, in [269], Liao presented

a universal skin disease classification method by selecting models that proved to have very

good performance in the ILSVRC-2014 competition (i.e., VGG16, VGG19, and GoogleNet),

thus trained on the ImageNet datasets. These pre-trained models are then fine-tuned on the

DermNet dataset, which contained more than 23000 skin disease images on a wide variety
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of skin conditions. In the experimental evaluation, performed on the DermNet and OLE

datasets, the proposed method achieved 73.1% Top-1 accuracy and 91.0% Top-5 accuracy on

the Dermnet dataset, and 69.5% Top-5 accuracies on the OLE dataset.

Ercal et al. [270], introduced a skin cancer classification framework based on tree-based

hierarchical neural networks and fuzzy logic which leverages morphological features.

Whereas, in [271] they developed a method to detect skin tumors using only color fea-

tures, achieving the highest accuracy, in the case of “intradermal nevus”, and the lowest in

the case of “melanoma” images.

Other examples in which transfer learning is being used in order to limit training time

and trying to achieve better performance are [272], [273]. In the former, a pre-trained model,

trained on the Kaggle Challenge for Diabetic Retinopathy Detection dataset, is being used for

melanoma screening. However, their experimental evaluation suggests that the experimen-

tal design is sensitive to the type of skin lesions (benign or malignant). Similarly, to the

previous works, also Kawahara et al. [274] use a pre-trained model for a skin lesions detec-

tion task, reducing training time, and achieving 85.8% accuracy in the 5-classes testbed.

A powerful tool in the case of lack of data, or unbalanced datasets, is data augmentation.

In [275], the performance of a CNN architecture is compared between a non-augmented

dataset and augmented dataset for the classification of skin lesions. In fact, the experimental

evaluation showed that the network trained on the augmented dataset achieves a better

accuracy rate than the one trained on the non-augmented data.

Conversely, in [276] Fatima et al. rather than relying on deep learning paradigms, they

proposed a methodology dubbed MPECS - Multi-Parameter Extraction and Classification

System, based on twenty-one handcrafted features, and using six extraction phases. These

features are then analyzed based on statistical methods for early detection of skin cancer

melanoma. Examples of extracted features are lesion borders, color, symmetry, area, perime-

ter, and eccentricity. Their study demonstrated singular statistical analysis from extracted

features is not sufficient to accurately classify the skin lesions. Therefore, advanced classifi-

cation methods are needed to achieve good performance for the classification task.

Support Vector Machines

Among the supervised learning models, a special role is played by Support Vector Machines

(SVM) which are models used for both classification and regression analysis. Given a set

of training examples, considering that each example belongs exclusively to one between

two classes, an SVM training algorithm constructs a model capable of assigning the new

examples exactly to one of the considered classes. SVM is a linear binary classifier used

for dichotomous classification without indicating the probability of belonging. However,

in some versions, such as the one with the “Platt scaling”, it may be possible to also have

probabilistic classifications [277].

With an SVM model it is possible to get a representation of the examples as points in

space. Specific separation surfaces allow to divide the data of a class from those belonging

to the other class. Particularly in medical context, the use of SVM methods allows us to

obtain benign versus malignant classifications, which are of particular interest for the im-

plementation of software tools supporting diagnostics. Regarding the mathematical model

SVM, it creates optimal boundaries of separation between data sets by solving a constrained

quadratic optimization problem [36]. In addition to performing linear classification, SVM
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can effectively perform a non-linear classification using kernel trick; with this mathematical

artifact, input data are mapped into vector spaces with larger dimensions, where a linear

classification is possible (see Figure 4.21).

FIGURE 4.21: Kernel trick φ: from a) Input Space to b) Feature Space

With unlabeled data an unsupervised learning approach is required. The clustering SVM

algorithm, created by Siegelmann and Vapnik [278], is one of the most used clustering algo-

rithms that applies support vector statistics to classify unlabeled data. SVMs have numerous

advantages over more classical classifiers such as decision trees and neural networks.

SVMs training mainly involves optimizing a convex cost function. Therefore, there is no

risk of getting stuck at local minima as in the case of back-propagation neural networks.

SVMs are based on the principle of structural risk minimization which minimizes the

upper bound of the generalization error. Thus, SVMs are less prone to over-fitting than

algorithms such as back-propagation neural networks that adopt the empirical risk mini-

mization principle. Another advantage of SVMs is that they provide a unified framework

in which different machine learning architectures can be generated through specific kernel

choice [226]. Concerning the automatic classification of skin lesions, SVMs are one of the

most widely used tools even in combination with other machine learning techniques [279],

being able to also benefit from some mathematical techniques, like Lagrangian relaxation,

which allow to obtain good classification accuracy rate [280], [281].

Multiple Instance Leaning techniques

A MIL problem consists in classifying sets of items. As we have discussed in Chapter 2, in

the MIL terminology, such sets are called bags and the items inside them are named instances.

This design problem is referred as the so-called MIL standard assumption, consisting in the

following: a bag is positive if it contains at least a positive instance and it is negative if it

does not contain any positive instance [83].

The MIL paradigm fits very well with image classification: in fact, to classify an image

containing a particular subject, one needs to look only at some subregions (instances) of the

image (bag). In this perspective the MIL paradigm works very well with respect to a classical

supervised approach because it obtains global information from local detection.

Among the various application contexts, Multiple Instance Learning approaches are par-

ticularly effective for diagnostics through medical images and videos in which local analysis

is relevant [88].

In [282], a multi-instance learning framework was inserted to solve the problem of rec-

ognizing the features of skin biopsy images. Other approaches based on color features have
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not been able to directly recognize the characteristics of skin biopsy images due to the color

changes present in the images. Through the multi-instance learning approach the authors

used texture features to express each instance as a vector expression. Therefore, through

the application of multi-instance learning algorithms, the proposed method showed to be

effective and acceptable for medical analysis.

In [280], we present an original application to melanoma detection of a MIL approach.

Through the application of a MIL algorithm on some clinical data constituted by color der-

matoscopic images, we discriminate between melanomas (positive images) and common

nevi (negative images). In comparison with standard classification approaches, such as the

well known support vector machine, the proposed method performs very well in terms both

of accuracy and sensitivity. In particular, using a leave-one-out validation on a data set con-

stituted by 80 melanomas and 80 common nevi, we have obtained good performance of

classification (accuracy = 92.50%, sensitivity = 97.50% and specificity = 87.50%).

MIL technique could be at the basis of more sophisticated tools useful to physicians in

melanoma detection.
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Chapter 5

MIL Models application in

Automated Melanoma Detection

“You see things; and you say ’Why?’ But I dream things that

never were; and I say ’Why not?’"

– George Bernard Shaw

Machine learning (ML) algorithms have a great impact in the field of medical imaging.

The counterpart of the growing size of medical imaging data sets, is the significant lack of

labelled data.

Manual labeling of images is expensive and time-consuming and such labels may not

be necessary in clinical practice, thus restricting the amount of labeled data only to research

studies. The lack of labeled data motivates approaches that go beyond traditional supervised

learning using other types of data and / or labels that could be more easily accessible.

Machine learning has become very important in the field of medical image analysis.

Activity such as segmentation, in which each pixel in an image is assigned to a different

anatomical structure or type of tissue and computer aided diagnosis in which a category la-

bel for an entire image is expected, now are exclusively done by machine learning methods.

5.1 Classification performances of ML methods on dermo-

scopic images

In [139], the authors have pointed out that among the emerging approaches of machine

learning methods, semi-supervised learning, multiple instance learning and transfer learn-

ing should be included.

The first goal that we tried to achieve in our work has been to verify how a MIL approach

can be effectively applied for the classification of medical images related to skin lesions.

In particular, we have considered the case of the diagnosis of melanoma mainly for two

reasons: growing importance of the disease on a global scale, and absence in the literature

of specific application of MIL algorithms to this particular domain. The study of the derma-

tological field and of some related optimization models, have guided us along the experi-

mental path that we will describe in Section 5.3.3, where we have applied a very recent MIL

model (see Section 5.3.1), to classification of dermatological images.

To highlight the tasks to be addressed we refer to [2], where the classification perfor-

mances of the most significant ML applications currently in literature are summarized.
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The problem of automatic detection of melanoma has been addressed through different

approaches. The methods developed were mainly based on two different screening imaging

techniques, clinical or dermoscopic images. The clinical imaging modality has been replaced

by dermatoscopy (also known as epiluminescence microscopy).

In [2] the authors show a summary of the results of the most significant methods that

we summarize by means of Figure 5.1 where for every considered application the following

values are reported:

• Sensitivity percentage (in blue);

• Specificity percentage (in black);

• Size of data set specifying number of melanoma images over total number of images

(in red).

FIGURE 5.1: Summary of the classification performances of the methods re-
viewed from the dermoscopic imaging literature [2]

In the same figure, a comparison of the size of data set is also presented in the middle of

the graph, which contains four levels. For a formal definition of sensitivity and specificity

parameters see Appendix A.

As is known, the sensitivity refers to the number of cancers correctly identified with

respect to the total number of cancers while the specificity indicates the number of neg-

ative cases with respect to the total number of non-cancer cases. Still in Figure 5.1, the
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methods with the relative results can be partitioned in function of their classification task:

melanomas against benign (M vs B), melanomas against benign and dysplastic ((M vs (B+D))

and melanomas versus dysplastic nevi (M vs D). Figure 5.1 shows the scarce attention that

has been paid to the discrimination of melanomas from dysplastic nevi and how the task of

dysplastic nevi against common ones has not been evaluated.

These last two tasks are more complex, both for specialists and for automatic detection,

given the similarity between the lesions that we want to discriminate.

5.2 An overview of numerical experiments

In the following we describe our experiment performed on two types of data sets:

1. A dermatoscopic data set named PH2 containing 200 melanocytic lesions images: 80

common nevi, 80 atypical nevi and 40 melanomas. All of them have been obtained in

8-bit RGB color with a resolution of 768 × 560 pixels [3].

2. A data set of plain photographs publicly available from two online databases https:

//www.dermquest.com and http://www.dermins.netl, used in [4].

In particular, we have focused on the following classification tasks:

• Melanomas vs Benign Nevi

• Melanomas vs Dysplastic Nevi

• Melanomas vs Dysplastic and Benign Nevi

• Dysplastic Nevi vs Benign Nevi

We highlight that looking at Figure 5.1, at the best of our knowledge, no results are presented

in the literature related to classification of Dysplastic Nevi versus Benign Nevi. For both data

sets we have applied two new algorithms, MIL-RL which is described in the next section,

and DC-SMIL introduced in Chapter 3. We have used two different approaches in terms of

features selection:

• Color features

• Color and Texture features

In most of our experiments we have not used any pre-processing procedure, except for some

specific cases aimed at verifying possible improvement of the classification performances

[283]. All the reported results are expressed in terms of correctness, specificity, sensitivity,

F-score and CPU time. For a formal definition of these measures please refer to Appendix

A. We have compared our results with the well-known SVM technique using both the lin-

ear and the RBF kernels. All approaches have been implemented in Matlab and the corre-

sponding codes have been run on a Windows 10 system characterized by a 2.21 GHz proces-

sor, except for DC-SMIL for which we have adopted the Java implementation of Algorithm

DCPCA, running the computational experiments on a 3.50 GHz Intel Core i7 computer.
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5.3 The MIL-RL algorithm

In this section we describe a very recent MIL algorithm named MIL-RL, proposed by As-

torino et al. in [96], and based on a Lagrangian relaxation approach to the SVM type MIL

model introduced by Andrews et al. in [95]. We have chosen this model to verify whether

the application of a MIL model can effectively return interesting classification performance

for automatic melanoma detection. To the best of our knowledge a MIL approach has never

been applied before to this specific task.

The section is organized as follow. In Subsection 5.3.1 we introduce the MIL model at

the basis of the MIL-RL approach, while in subsection 5.3.2 we report the main steps of the

algorithm and in subsection 5.3.3 we describe the related numerical experiments.

5.3.1 The model

Given p points (the instances) xj ∈ R
n, j = 1, . . . , p, we indicate by yj ∈ {−1, 1} the corre-

sponding class label, supposed to be unknown. The set of instances is partitioned in m + k

bags, where m is the number of positive bags, identified by the index set J+ = {J+1 , . . . , J+m },

and k is the number of negative bags, identified by the index set J− = {J−1 , . . . , J−k }. The

class label of each bag is known: it is equal to +1 for each positive bag J+i , i = 1, . . . , m, and

it is equal to -1 for each negative bag J−i , i = 1, . . . , k.

We recall our MIL assumptions: a bag is positive if it contains at least a positive instance,

while it is negative when it contains only negative instances.

The construction of the classifier consists in computing a separating hyperplane

H
△
= {x | wTx + b = 0}

between the two classes of bags and, at the same time, to assign a class label yj ∈ {−1, 1} to

all the instances in the positive bags. In fact, since a negative bag is defined containing only

negative instances, only the class label of the instances inside the positive bags are actually

unknown. Taking into account that the objective is to minimize a measure of the classifica-

tion error of all the instances inside the bags, we come out with the following constrained,

nonlinear, nonconvex, mixed integer problem [95]:

P



























z∗ = min
w,b,y

f (w, b, y)

∑
j∈J+i

yj + 1

2
≥ 1, i = 1, . . . , m

yj ∈ {−1, 1}, j ∈ J+i , i = 1, . . . , m,

where

f (w, b, y)
△
=

1
2
‖w‖2 + C

k

∑
i=1

∑
j∈J−i

max{0, 1 + (wT xj + b)}

+C
m

∑
i=1

∑
j∈J+i

max{0, 1 − yj(w
T xj + b)}.

The objective function f is very similar to the classical Support Vector Machine (SVM)

objective function and it is the sum of three terms: by the first one we maximize the margin,

with the second one we minimize a measure of the classification error of the points belonging

to the negative bags and by the last term, we minimize a measure of the classification error of
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the points belonging to the positive bags. Note that the presence of the unknown labels yj in

the third term allows the possibility to allocate some points of positive bags in the negative

part with respect to the separating hyperplane.

Finally constraints

∑
j∈J+i

yj + 1

2
≥ 1, i = 1, . . . m (5.1)

impose that for each positive bag, at least one point must be labelled as a positive point.

5.3.2 The algorithm

The MIL-RL approach is based on the solution of the Lagrangian relaxation [284] problem of

P, obtained by relaxing the linear constraints 5.1.

It holds:

PLR(λ)



















zLR(λ)
△
= min

w,b,y
fλ(w, b, y)

yj ∈ {−1, 1}, j ∈ J+i ,

i = 1, . . . , m,

with

fλ(w, b, y)
△
= f (w, b, y) +

m

∑
i=1

λi



1 − ∑
j∈J+i

yj + 1

2



 ,

where λ ≥ 0 is the vector of the Lagrangian multipliers in R
m.

Problem PLR(λ), whose optimal solution is denoted in the sequel by (w(λ), b(λ), y(λ)),

provides a lower bound for problem P, that is:

zLR(λ) ≤ z∗,

for any λ ≥ 0. Moreover the Lagrangian dual problem is defined as:

PLD



















zLD
△
= max

λ≥0
zLR(λ) = max

λ≥0
min
w,b,y

fλ(w, b, y)

yj ∈ {−1, 1},

j ∈ J+i , i = 1, . . . , m,

with, of course, zLD ≤ z∗.

In [281] it has been proven that the duality gap between the optimal values of the objec-

tive functions of problems P and PLD is equal to zero, that is zLD = z∗; moreover, in solving

PLD one gets also an optimal solution to P.

This important result suggests the use of a dual ascent method for solving problem PLD

in order to obtain an optimal solution to problem P. Since problem PLD is a nondifferentiable

optimization problem, the use of nonsmooth optimization techniques, such as the subgradi-

ent method [285] or any bundle type method [157], [286]–[290] is in order. In such context

the evaluation of the objective function zLR(λ) requires in turn solution of problem PLR(λ).

Getting an exact solution would severely impact on the efficiency of the method and, conse-

quently, we resort to a Block Coordinate Descent (BCD) algorithm (see [291]) where, at each

iteration, we alternately fix the value of vector y and of the couple (w, b). Note that, in fact,
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for any λ ≥ 0, when variables yj are kept fixed, problem PLR(λ) reduces to solving a classical

SVM quadratic program; vice-versa, when the couple (w, b) is fixed, it is possible to solve it,

with respect to y, by inspection.

The heuristic approach consists in applying a subgradient strategy to maximize function

zLR. We refer to each iteration of such process as an outer iteration. As stopping criterion of

the subgradient procedure, we adopt the maximum number of outer iterations.

Inside each outer iteration, calculation, even approximate, of zLR is performed by the

BCD algorithm, an iterative process that terminates either when substantial improvement in

calculation of zLR is no longer achieved, or when a maximum number of inner iterations has

been reached.

It is worth noting that whenever BCD provides a solution of PLR(λ) infeasible for the

original problem, such solution may be easily modified to recover feasibility, thus providing

an upper bound on the optimal solution of P too. Such upper bound, appropriately updated,

provides the incumbent.

At each outer iteration indexed by l, we indicate by zL and zU the correspondent lower

bound and upper bound (incumbent), respectively. Moreover we denote by (wU , bU , yU)

the feasible solution corresponding to zU and by (w(l), b(l), y(l)) the current approximate

solution to problem PLR(λ) for λ = λ(l).

We summarize the algorithm as follows:

Algorithm 1.

Step 0 (Initialization) Fix λ(0) ≥ 0; set l := 0, zL = −∞ and zU = +∞.

Step 1 (Solving Lagrangian relaxation) Compute (w(l), b(l), y(l)) by applying Algorithm BCD

to problem PLR(λ
(l)). Set z(l) := f (w(l), b(l), y(l)). If z(l) > zL, set zL := z(l).

Step 2 (Checking feasibility) If (w(l), b(l), y(l)) is feasible, set (w̄, b̄, ȳ) := (w(l), b(l), y(l)), z̄ :=

f (w̄, b̄, ȳ) and go to Step 3; otherwise go to Step 4.

Step 3 (Possible updating of zU) If z̄ < zU , set (wU , bU , yU) := (w̄, b̄, ȳ) and zU := f (wU , bU , yU).

Go to Step 5.

Step 4 (Feasibility recovering) From (w(l), b(l), y(l)) recover a feasible solution (w̄, b̄, ȳ) and

set z̄ := f (w̄, b̄, ȳ). Go to Step 3.

Step 5 (Updating λ) Compute λ(l+1) := max{0, λ(l) + tl g
(l)}, with g(l) ∈ ∂zLR(λ

(l)), set

l := l + 1 and go to Step 1.

At Step 4 a feasible solution (w̄, b̄, ȳ) of the original problem is obtained from (w(l), b(l), y(l))

by adjusting first, at the minimum cost, variables y, thus obtaining ȳ. Then, the couple (w̄, b̄)

is obtained by solving the following SVM optimization problem, where we fix y = ȳ

min
w,b

1
2
‖w‖2 +C

k

∑
i=1

∑
j∈J−i

max{0, 1 + (wT xj + b)}

+C
m

∑
i=1

∑
j∈J+i

max{0, 1 − ȳj(w
T xj + b)}.

The well-known subgradient method [285] with projection onto the non negative orthant

is used at Step 5 for updating λ. In particular we take



5.3. The MIL-RL algorithm 131

g
(l)
i = 1 − ∑

j∈J+i

y
(l)
j + 1

2
, i = 1, . . . .m (5.2)

and
tl =

zU − zL

‖g(l)‖2
.

Note that, because of the nonnegativity of the stepsize tl , using formula (5.2) implies that

λ
(l)
i increases when the corresponding i-th constraint of the type 5.1 is not satisfied at the

point (w(l), b(l), y(l)). For further details on this approach we refer the reader to [281].

5.3.3 Numerical experiments on image classification task

Since the aim of our work is to evaluate more deeply the impact of MIL-RL the proposed

algorithm on image classification, we tested the proposed approach on different image data

sets, hoping to obtain improvements on classification performance. In this subsection we

report the numerical experiments we have done referring also to the articles in which they

were published.

Application on Gray Scale Images

In [176], we have applied the proposed approach in the first instance, to some toy gray

images data set. In particular, we have generated twenty-two grey level images of 128 × 128

pixels dimension, divided into two different classes, positive and negative. According to

MIL assumption, we have considered positive each image (bag) containing at least one star

and negative the images without stars.

Then we have applied a segmentation process, by providing a grey scale of each image

and by grouping the pixels in square subregions (blobs) of appropriate dimension.

In this way each image is represented as a bag, while a blob corresponds to an instance

of the bag. For each instance, we have considered the following features: the grey scale

average of the blob and the difference between the grey scale average of the blob and that

of the neighbouring blobs (up, down, right, left), resulting in a five dimensional feature

vector. In our experiments we have tested the code MIL-RL by separating, according to a

MIL paradigm, each single positive image (with at least a star) from each single negative

one (without stars), coming out with 121 trials, each of them characterized by a couple of

images: one positive and the other negative. The code has been able to correctly classify 110

couples of images and it has failed in 11 cases.

Application on Color Images

In [177] MIL-RL, the algorithm presented in subsection 5.3.2, has been adopted also for

preliminary color image classification problems. For our experiments we have generated

one hundred colour images of 128× 128 pixels dimension, divided into two different classes,

positive and negative. In particular, we have considered positive each image (bag) contain-

ing the yellow colour and negative the images without yellow. The images with yellow color

are reported in Figure 5.2, while the ones without yellow color are reported in Figure 5.3.

We have performed a segmentation process by means of some image processing stan-

dard Matlab routines. In particular, given a bitmap image, this image is read by the imread
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Matlab routine, which provides a 128 × 128 matrix, the indexed image, each element cor-

responding to a pixel and containing a triplet which represents the RGB (red, green, blue)

scale. In fact the first value of each triplet represents the red pixel intensity, the second one

represents the green pixel intensity and the last one represents the blue pixel intensity. Once

the indexed image has been generated, the successive step consists in converting each in-

dexed image (and the corresponding color-map) into a RGB image by means of the ind2rgb

Matlab subroutine.

Afterward we proceeded by grouping the pixels in square subregions of appropriate di-

mension: each image subregion forms the so called “blob”. For each blob we have computed

the following quantities:

• the average of the RGB intensities of the blob;

• the difference between the average of the RGB intensities of the blob and that of the

upper adjacent blob;

• the difference between the average of the RGB intensities of the blob and that of the

lower adjacent blob;

• the difference between the average of the RGB intensities of the blob and that of the

left adjacent blob;

• the difference between the average of the RGB intensities of the blob and that of the

right adjacent blob.

Taking into account that the dimension of each blob has been fixed to 32 × 32, we have

come out with a database constituted by one hundred bags, four hundred instances (four for

each bag) and fifteen features. We have chosen C = 10 and we have performed two kinds of

numerical experiments.

Tenfold cross-validation (a widely used protocol), which consists in splitting the data

set of interest into ten equally sized pieces, has been adopted [292]. For each data set, the

method has been run ten times, and each time nine pieces have been used as the training set

and the remaining one as the testing set. In the first one we have generated, for ten times,

a testing set by choosing ten different images (five positive and five negative), so that each

time the remaining ninety (forty-five positive and forty-five negative) have constituted the

training set.

In Table 5.1, for each trial, we report the training and the testing correctness percentage,

respectively, with the average for both of them in the last row.

In the second type of experiment, we have performed a leave one-out cross validation,

obtaining 84.07% and 83% as training and testing correctness, respectively. We have noted

that, among the seventeen failures in the testing set, fifteen are positive images and two are

negative images. Considering the fifteen misclassified positive images it is worth noting

that, referring to Figure 5.2 apart images 1.36 and 1.50, all of them (1.12, 1.20, 1.22, 1.28, 1.34,

1.35, 1.38, 1.40, 1.42, 1.43, 1.47, 1.48, 1.49) contain a very small yellow coloured region.

Moreover, we must underline that in many of these images the parts containing the yel-

low were close to the edges and were not directly included within the processed blobs.

The Figure 5.4 shows the simple strategy of extracting the blobs that we have adopted.

The blobs A, B, C and D (in red) with the respective upper, lower, right and left adjacent

are highlighted. For each of the images in our data set, only the central four blobs have
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1.1 1.2 1.3 1.4 1.5

1.6 1.7 1.8 1.9 1.10

1.11 1.12 1.13 1.14 1.15

1.16 1.17 1.18 1.19 1.20

1.21 1.22 1.23 1.24 1.25

1.26 1.27 1.28 1.29 1.30

1.31 1.32 1.33 1.34 1.35

1.36 1.37 1.38 1.39 1.40

1.41 1.42 1.43 1.44 1.45

1.46 1.47 1.48 1.49 1.50

FIGURE 5.2: Images with
yellow

1.1 1.2 1.3 1.4 1.5

1.6 1.7 1.8 1.9 1.10

1.11 1.12 1.13 1.14 1.15

1.16 1.17 1.18 1.19 1.20

1.21 1.22 1.23 1.24 1.25

1.26 1.27 1.28 1.29 1.30

1.31 1.32 1.33 1.34 1.35

1.36 1.37 1.38 1.39 1.40

1.41 1.42 1.43 1.44 1.45

1.46 1.47 1.48 1.49 1.50

FIGURE 5.3: Images with-
out yellow
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Training Testing
# correctness correctness
1 81.11 100
2 81.11 80
3 84.44 90
4 83.33 80
5 82.22 80
6 81.11 90
7 83.33 80
8 85.56 70
9 84.44 70

10 84,44 70
Average 83.11 81

TABLE 5.1: Results of the first experiment for color image classification

FIGURE 5.4: Sequence of extracted blobs

been extracted. As a consequence, the yellow parts outside the surface interested by blobs

extraction have not directly evaluated (see Figure 5.5).

FIGURE 5.5: Extracted blobs from subfigure 1.39 of Figure 5.2

This emphasizes the value of the obtained results, given that they could be improved

both by defining more sophisticated extraction strategies for the blobs, and by considering a

greater number of adjacent blobs for each one selected.

Application on Dermatoscopic Images

As we have seen in Sections 4.3.1, there are many techniques for skin image acquisition.

In particular, the so called epiluminescence (ELM) consists in photographing the pigmented

skin lesions and in storing the acquired images, in order to compare them with new images

of the same lesions taken at a later time (follow-up) [293]. This comparison is not an easy

task but it could be performed by means of machine learning techniques able to classify the

images on the basis of recurring patterns.

In [280], MIL-RL algorithm has been tested for classification of some medical dermo-

scopic images drawn from the PH2 database [3].
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The PH2 database was set up by the Universidad do Porto and Tecnico Lisboa, in col-

laboration with the Dermatology Service of the Hospital Pedro Hispano (Portugal). The

equipment used to acquire these dermoscopic images is the Tubinger Mole Analyzer sys-

tem, by which it is possible to obtain high resolution images with a magnification factor of

20×. The entire PH2 database contains 200 melanocytic lesions images: 80 common nevi, 80

atypical nevi and 40 melanomas. All of them have been obtained in 8-bit RGB color with a

resolution of 768 × 560 pixels.

Patients from whom the photos have been taken correspond to phototype II or III, accord-

ing to Fitzpatrick skin type classification scale [294]: for this reason the background color,

not affected by injury, varies from white to creamy white. These images have been classified

as common nevi, atypical nevi or melanomas by expert dermatologists on the basis of the

following parameters:

• manual segmentation of the skin lesion;

• clinical and histological diagnosis;

• dermoscopic criteria (asymmetry, colors, pigment network, particular structures).

In the experiments presented in [280], we have considered 40 images of melanomas (5.6-

a) and 80 images of common nevi (5.6-b). None of the above listed parameters, resulting

from manual analysis, has been used as features in our automatic classification process.

The only criterion adopted is at the image level, considering positive the images related

to melanomas and negative those ones related to common nevi.

Moreover the images we have used have not been pre-processed, i.e., they have not been

cleaned up from the presence of noises, such as possible hairs or the halo left by the dermo-

scopic gel used to allow better lighting of the nevus.

In applying the segmentation process, to avoid a large number of instances, using image

scaling techniques (see 4.3.2), we have first cut the outer edges of the original image obtain-

ing an image of 512 × 512 pixels and proceeding subsequently to a reduction of the image

resolution to 128 × 128 pixels.

The segmentation has been performed as in [177] by means of the standard image pro-

cessing Matlab routines imread and ind2rgb. We have proceeded by grouping the pixels in

square subregions (blobs) of dimension 32 × 32 pixels.

For each blob we have computed the following quantities: the average and the variance

of the RGB (red, green, blue) intensities of the blob and the differences between these values

and the same corresponding quantities computed for the adjacent blobs (up, down, left,

right). Since we have not considered the blobs along the frame of each image, we have come

out with a data set where each image is a bag characterized by four instances (the blobs) and

30 features for each instance.

The MIL algorithm has been implemented in Matlab and the corresponding code, named

MIL-RL, has been run on a Windows 10 system characterized by a 2.21 GHz processor. For

our experiments we have considered the following three configurations of the data set (see

Figure 5.6):

1. 80 images: all the 40 melanomas images and the first 40 common nevi images;

2. 120 images: the entire data set (all the 40 melanomas images and all the 80 common

nevi images);
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FIGURE 5.6: Melanomas and common nevi images

3. 160 images: to have a balanced data set, we have duplicated all the melanomas images,

adding to the repeated ones a zero-mean Gaussian noise with variance equal to 0.0001,

as in [295].

In this way we have obtained a data set configuration with 80 images of melanomas

and 80 of common nevi. For each data set configuration, we have performed three types

of experiments, using a five-fold and ten-fold cross validation (CV) in the first two cases,

and a leave-one-out validation in the last case [296]. To compute the optimal value of the

weighting parameter C we have adopted a be-level approach as in [297], [298].

The respective results are listed in Tables 5.2, 5.3, and 5.4, where we report the average

of the following standard quantities: testing correctness, sensitivity, specificity, F-score and

CPU time [299], [300]. Please refer to Appendix A for further details regarding the definition
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of these performance measures.

Our MIL optimization model P is of the SVM type: for this reason, to compare the MIL

classification paradigm with a classical one, we report in the columns named "SVM" and

"SVM-RBF" the results obtained using a standard SVM approach [34] with linear and RBF

kernels, respectively.

For this purpose we have used the SVM subroutines provided the Statistics and Machine

Learning toolbox of the Matlab package, considering each image as a point characterized

by six features: the average and the variance of the RGB intensities of the entire image. For

each data set configuration and for each experiment (5-CV, 10-CV and leave-one-out), the

best results in Tables 5.2, 5.3, and 5.4 have been underlined.

5-CV 10-CV Leave-One-Out
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 86.25 86.25 76.25 90.00 87.50 80.00 91.25 87.50 81.25
Sensitivity (%) 94.92 82.26 79.68 95.50 90.17 82.67 97.50 90.00 85.00
Specificity (%) 77.54 90.20 72.46 84.17 89.17 80.00 85.00 85.00 77.50

F-score (%) 87.57 84.55 76.72 89.40 87.06 78.26 91.76 87.80 81.93
CPU time (secs) 0.19 1.21 0.05 0.41 1.02 0.01 0.41 1.15 0.01

TABLE 5.2: Data set constituted by 40 melanomas and 40 common nevi: av-
erage testing values

5-CV 10-CV Leave-One-Out
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 90.00 90.00 86.67 90.00 92.50 87.50 89.17 90.00 88.33
Sensitivity (%) 84.48 82.70 75.40 92.14 87.74 75.24 90.00 80.00 75.00
Specificity (%) 91.89 94.86 75.81 89.10 96.42 95.40 88.75 95.00 95.00

F-score (%) 82.97 84.37 77.28 85.53 86.98 76.50 84.71 84.21 81.08
CPU time (secs) 0.82 1.56 0.01 1.03 1.87 0.01 2.04 1.67 0.01

TABLE 5.3: Data set constituted by 40 melanomas and 80 common nevi: av-
erage testing values

5-CV 10-CV Leave-One-Out
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 93.13 88.13 89.38 90.63 85.63 89.38 92.50 90.00 91.88
Sensitivity (%) 97.89 84.52 90.69 95.24 79.03 90.36 97.50 85.00 92.50
Specificity (%) 88.66 91.74 88.90 84.53 90.50 87.85 87.50 95.00 91.25

F-score (%) 93.65 87.03 89.63 91.73 83.37 89.65 92.86 89.47 91.93
CPU time (secs) 1.52 1.55 0.01 1.90 1.81 0.01 2.68 2.08 0.01

TABLE 5.4: Data set constituted by 80 melanomas and 80 common nevi: av-
erage testing values

We observe that, in general, our approach outperforms the SVM technique (with both

linear and RBF kernels) in terms of accuracy and specificity.

It is worth noting that whenever the accuracy is not equal to 100%, low values of speci-

ficity are generally a consequence of high values of sensitivity. Moreover, the sensitivity

plays a more important role than the specificity since it is a measure of the capability to

identify non-healthy patients. This is taken into account by the F-score parameter, whose

values show the good performance of the MIL approach in melanoma classification with re-

spect to the classical SVM technique. Although the SVM approach with RBF kernel is very

fast, its F-score values are worse than those provided by the linear SVM, except for the third
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configuration of the data set. On the other hand, we observe that the CPU times of our

algorithm are comparable with those provided by the linear SVM.

In [283] we have presented the results obtained first by applying MIL-RL on a subset of

photos extracted from PH2, and then on the same subset once the images affected by the

presence of hair were pre-processed.

FIGURE 5.7: Selected images of melanomas and common nevi for pre-
processing step

For the pre-processing step we use DullRazor [205], a dedicated software tool that re-

moves hair from images by identifying the positions of dark hair, verifying that the dark

pixel is a thin structure and finally smoothing the pixels replaced with an adaptive median

filter (see 4.3.2). Although the pre-processing step was carried out only for hair removal

and through a not recent tool, the classification performances were slightly better than those

obtained on the non preprocessed data set.

In Figure 5.7 we report the details of the images we used. The red symbol highlights the

photos that have been pre-processed and replaced in the original data set. Tables 5.5 and 5.6,

report the results obtained through 10-cross-fold and 5-fold-cross validation respectively, on

the data set containing pre-processed images. The last two lines of each tables highlight

the small differences recorded considering the pre-processed data set (Average with PP)

compared to the non-preprocessed one (Average No-PP).

Application on Plain Photos

In [301] we have presented a preliminary analysis using color and texture features on a

data set constituted by plain photos, to which no pre-processing technique has been applied.

This is motivated by the necessity to open new horizons in creating self-diagnosis systems

for accessible skin lesions due also to a huge innovation of cameras, smartphones technology

and wearable devices.
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Fold Training Testing CPU
number correctness correctness Time

1 94.44 100.00 0.47
2 94.44 100.00 0.38
3 97.22 87.50 0.46
4 94.44 87.50 0.35
5 91.67 87.50 0.18
6 95.83 62.50 0.23
7 93.06 100.00 0.33
8 93.06 75.00 0.26
9 94.44 62.50 0.23
10 90.28 87.50 0.39

Average with PP 93.89 85.00 0.32
Average No-PP 92.64 83.75 0.37

TABLE 5.5: Test on pre-processed Melanoma DB: 10-fold cross-validation

Fold Training Testing CPU
number correctness correctness Time

1 95.31 87.50 0.52
2 92.19 100.00 0.32
3 95.31 75.00 0.40
4 92.19 93.75 0.32
5 93.75 87.50 0.31

Average with PP 93.75 88.75 0.38
Average No-PP 93.13 88.75 0.29

TABLE 5.6: Test on pre-processed Melanoma DB: 5-fold cross-validation

In particular, this study was inspired by the good results obtained in [280], where we

applied Multiple Instance Learning techniques for classifying some medical dermoscopic

images drawn from the PH2 database [3], by using only color features. Our numerical ex-

perimentation showed that using only color features is not at all satisfactory when the clas-

sification process is performed on a data base constituted by common plain photographies.

On the other hand using in addition texture features, provides reasonable classification re-

sults, especially if we consider that no pre-processing techniques were used. A numerical

study is performed for classifying a set of 200 plain photographies (100 melanomas and 100

common nevi), using color and color/texture features.

This study starts from some considerations related to the works [4], [295]. In [295] C.

Barata et al. analyzed the role played by the color and the texture features, showing empiri-

cally that using only the color features outperforms the use of the texture features: very good

results were obtained by means of different type of classifiers on an image data set drawn

from the PH2 database [3], containing 200 melanocytic lesions images (80 common nevi, 80

atypical nevi and 40 melanomas). All the images of the database were selected on the basis

of their quality, resolution and dermoscopic features. As we have mentioned before, good

results were obtained also in [280] on the same data set PH2, by applying Multiple Instance

Learning techniques and using only color features. On the other hand, the objective in [4]

was to select the most important image features usable in melanoma detection.

Differently from [280] where a high quality data set was adopted, Mustafa and Kimura,

performed their experimentation on a data set constituted by plain photographs publicly

available from two online databases https://www.dermquest.com and http://www.dermins.
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netl, obtaining very good results in terms of sensitivity (96.77%) and, consequently, in terms

of F1-score (90.91%). The key point of this work consisted in an accurate pre-processing and

segmentation steps.

On the contrary, the objective of our experimentation consists in simply evaluating the

classification results, obtainable on 200 images (100 melanomas and 100 common nevi) drawn

from the same database used in [4], but without performing any pre-processing step aimed

at cleaning up the images from possible noises. This choice is motivated by the necessity

to investigate the possibility to create fast self-diagnosis systems for accessible skin lesions.

In particular, our experiments were performed by using three configurations of the data

set, corresponding respectively to the 5-fold cross validation, the 10-fold cross-validation

and the leave one-out validation. For each configuration, initially only the color (RGB) fea-

tures were used, adding, only successively, those ones related to the texture by means of the

co-occurence matrix. The following classification methods, each of them implemented in

Matlab,were adopted:

• Support Vector Machine with linear kernel (SVM) [34];

• Support Vector Machine with RBF kernel (SVM-RBF) [34];

• MIL-RL [96]

Regarding the MIL-LR code, the same Matlab implementation adopted in [280] were

used, while, for the SVM approaches with both linear and RBF kernels, the fitcsvm and pre-

dict subroutines for training the classifier and for computing the testing correctness, respec-

tively, were utilized. Such subroutines are included in the Matlab optimization package.

The results of our experimentation are reported in Tables 5.7, 5.8 and 5.9, in terms of accu-

racy (testing correctness), sensitivity, specificity, F-score and CPU time. For each of these

parameters and for each table, the best result was underlined.

It is worth noting that the sensitivity is in general more important than the specificity

because it measures the capability to identify sick patients. This is in fact taken into account

in the F-score value [299], [300]. Looking at the tables, it is possible to observe that using both

color and texture features improve the results, in contrast with using only color features.

Moreover better results are generally obtained with the MIL-RL algorithm, whose F-score

values are however comparable with those obtained by using the SVM with RBF kernel. On

the other hand using the SVM-RBF is really faster than using the SVM with linear kernel or

the MIL-RL approach.

Color Color and texture
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 71.00 52.50 57.50 74.00 60.50 69.50
Sensitivity (%) 59.21 39.28 60.37 70.59 63.52 71.07
Specificity (%) 83.46 67.29 56.09 77.21 57.81 68.67

F-score (%) 65.99 45.74 58.53 72.10 61.11 69.54
CPU time (secs) 2.52 3.00 0.08 2.98 2.67 0.42

TABLE 5.7: 5-fold cross-validation

In [301] some numerical experiments were performed to classify a data set constituted

by plain photos of different sizes, some of which are low resolution images and others are

blurred or with hairs. Although in [4] it has been shown that using some pre-processing
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FIGURE 5.8: Plain photos of melanoma
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FIGURE 5.9: Plain photos of common nevi
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Color Color and texture
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 71.00 47.50 56.50 72.00 54.50 68.00
Sensitivity (%) 59.63 37.19 61.55 67.30 59.91 70.98
Specificity (%) 83.97 61.75 54.23 78.16 49.62 65.30

F-score (%) 65.14 41.83 57.93 69.54 56.27 68.22
CPU time (secs) 3.26 2.93 0.02 3.82 3.31 0.01

TABLE 5.8: 10-fold cross-validation

Color Color and texture
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 71.50 48.50 57.50 69.00 55.00 67.50
Sensitivity (%) 57.00 33.00 64.00 63.00 59.00 69.00
Specificity (%) 86.00 64.00 51.00 75.00 51.00 66.00

F-score (%) 66.67 39.05 60.09 67.02 56.73 67.98
CPU time (secs) 4.44 4.19 0.02 5.50 3.49 0.01

TABLE 5.9: Leave-One-Out validation

methodologies on the images improves the classification performances, in our experiments

we preferred not using such techniques. We intended to operate in the worst conditions

in order to compare the classification performances obtainable by using, on one hand, only

color features (as proposed in [176], [177], [281]) and, on the other hand, color and texture

features. The fact that we used a data set of plain photographs, instead of high-quality der-

matoscopic images such as those ones constituting the PH2 database, justifies the obtained

classification performance.

5.3.4 Classification tasks involving dysplastic nevi

Malignant melanoma is responsible for the highest number of deaths related to skin lesions.

However, early diagnosis may allow positive treatment of this terrible form of cancer. The

similarities of melanoma with other skin lesions such as dysplastic nevi, however, constitute a

pitfall for early diagnosis. The research community is committed to proposing software solu-

tions that favor the computerized analysis of lesions for melanoma detection. The proposed

algorithms and methods have had as main focus the dichotomous distinction of melanoma

from benign lesions and they rarely focused on the case of melanomas against dysplastic

nevi. This challenge is much more difficult due to the similarity of the injuries.

Currently, there is a debate about dysplastic nevi syndrome, also referred to as atypical

mole syndrome, concerning the number of moles present on the human body as potential

melanoma risk factor.

In this section, we consider the challenging task of applying a multi-instance learning al-

gorithm for the differentiation of melanomas from dysplastic nevi and outline an even more

complex challenge related to the classification of dysplastic nevi as opposed to common

nevi. Since the results appear promising, we conclude that a MIL technique could become

the basis of more sophisticated tools useful to skin lesion detection.

Some studies have shown that specific ethnic groups have a greater number of common

and dysplastic nevi present on the surface of their bodies. For example, 8% of the Caucasian

population has been reported to have dysplastic nevi or unusual lesions that may resemble

melanoma [302]. Individuals with dysplastic nevi syndrome or dysplastic nevi with family

history of melanoma face a greater risk of developing melanoma, and generally People with
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10 or more atypical moles have 12× the risk of melanoma [303]. However, only a small

number of dysplastic nevi could really degenerate into a melanoma [304].

These premises justify the consideration that the automatic diagnosis of skin lesions must

consider, besides the distinction between melanomas and common nevi, also that between

melanomas and dysplastic nevi. In particular, the discrimination of melanomas from dys-

plastic nevi is more difficult due to the similarities of the two type of lesions [305]. In Figure

5.11, macroscopic images of two melanocytic lesions are reported. The characteristics are

superimposed by the ABCD rule (asymmetry, irregular borders, varied coloration, diameter

greater than 6 mm).

FIGURE 5.10: Left - dysplastic nevus; Right – cutaneous melanoma.

In the next subsection we focus on the role of dysplastic nevi and common nevi in terms

of risk of melanoma onset.

Dysplastic nevi The term “dysplastic nevus” (DN) indicates that this nevus exists and

presents different histological and genetic characteristics compared to common nevus. The

term “dysplastic nevus” (DN) derives from the Greek dis- (bad or malfunction) and -plasia

(development of growth or change) [306] and indicates a potentially dangerous lesion for

his host. The scientific community has not yet specifically clarified how a dysplastic nevus

can be a risk factor. Several studies have attempted to correlate the degree of dysplasia of

melanocytes with the risk of melanoma [307], [308].

Syndrome of dysplastic nevus (DNS) refers to subjects who have a high number of be-

nign moles and also have dysplastic nevi. A small percentage of these individuals are pre-

disposed to melanoma formation [308]. The inherited syndrome of dysplastic nevus is an

autosomal dominant condition. Dysplastic nevi are more likely to undergo malignant trans-

formation when they occur among members of melanoma families.

In [309], the authors indicate a cumulative lifetime risk of almost 100% in individuals

who have dysplastic nevi and are related to melanoma; about 30% of melanomas occur

within atypical moles. In 40-50% of cases, there is a genetic predisposition for the formation

of melanoma. The onset of this skin cancer has been associated with germline mutations in

the CDKN2A gene, which encodes p16 (a regulator of cell division).

In [310], some studies based on histological analysis have correlated the presence of dys-

plastic nevi with melanomas. Caution should be observed in correspondence with a diag-

nosis of a severe DNS, as it could represent a miss-diagnosed in situ melanoma [311]. There-

fore, a DN classified as severely dysplastic may reflect the dermatopathological uncertainty
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related to a wrong diagnosis. Currently there is a debate in the scientific community, to de-

fine more precisely the correlation between the presence of dysplastic and common nevi and

the possibility of melanoma occurrence [302]. There are two objective criteria that have been

shown to be related to the risk of melanoma:

• A high number of nevi is related to an increased risk of melanoma [312]. In [313],

people with a number of nevi greater than 100 had a 7 times greater risk of melanoma

than those with a count of less than 15.

• The presence of large nevi increases the relative risk of melanoma. A histological study

of nevi has shown that the greater their extension the higher the risk of dysplastic nevi

turning into melanoma. If these nevi have a diameter less than 2.4 mm they have a

relative risk of 1, while the relative risk progressively increases up to 5 if the lesion has

a diameter greater than 4.4 mm [314].

Simultaneously with the definition of the exact cause-effect correlations, various solu-

tions have been proposed over time for the automatic identification of skin lesions.

The MIL algorithm we use for the classification task in this chapter has been proposed

in [96], and has been tested for the classification of both dermoscopic images [280], [281]

taken from the PH2 database [3], and for the classification of photographs data sets pub-

licly available from two online databases https://www.dermquest.com and http://www.

dermins.net [301].

For the classification experiments we considered the 40 images of melanomas the 80 of

dysplastic nevi and the 80 of common nevi (see Figure 5.11), without taking into account

the indications resulting from the manual analysis carried out by the specialists. The only

criterion adopted is at the image level, considering:

• A) Melanomas (positive images) vs Dysplastic nevi (negative images);

• B) Dysplastic nevi (positive images) vs Common nevi (negative images).

• C) Melanomas (positive images) vs Dysplastic nevi and Common nevi (negative im-

ages)

Although the pre-processing phases of the images allow for better performance (see[283],

[315]), the images we used were not pre-processed, i.e. they were not cleaned of the pres-

ence of noise, such as possible hair or halo left by the dermoscopic gel used to allow better

illumination of the lesions. To avoid the problems related to the use of data sets with unbal-

anced classes, we have duplicated all the images of melanomas, adding to the ones repeated

a Gaussian noise with zero mean with variance equal to 0.0001, as in the [295]. In this way

we obtained a balanced data set containing three classes of data, Melanomas (M), Dysplas-

tic Nevi (DN) and Common Nevi (N) each with 80 images. For our experiments we have

considered the following two data set configurations:

• 160 images: 80 Melanomas vs 80 Dysplastic Nevi;

• 160 images: 80 Dysplastic Nevi vs 80 Common Nevi;

• 240 images: 80 Melanomas vs (80 Dysplastic Nevi + 80 Common Nevi).
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For each data set configuration, we performed two types of experiments using a five

fold and a ten fold cross-validation. The respective results are listed in Tables 5.10 and 5.11,

where we report the average of the following standard quantities: Correctness, Sensitivity,

Specificity, F score and CPU time.

The proposed MIL optimization model P is of the SVM type; in order to appreciate the

MIL classification paradigm, we report in the columns "SVM" and "SVM-RBF" the results

obtained using a standard SVM approach [34] with linear and RBF kernels, respectively. For

each data set configuration and for each experiment (5-CV and 10-CV), the best results in

Tables 5.10 and 5.11 have been underlined.

5-CV 10-CV
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 87.50 72.50 85.63 86.25 69.38 86.25
Sensitivity (%) 92.56 77.21 87.06 91,08 69.65 87.88
Specificity (%) 81.50 67.51 85.51 82.12 69.87 85.95

F-score (%) 88.31 74.96 85.84 87.01 68.68 87.52
CPU time (secs) 0.90 1.84 0.04 1.20 2.05 0.03

TABLE 5.10: Data set constituted by 80 melanomas and 80 dysplastic nevi:
average testing values

5-CV 10-CV
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 60.63 60.00 49.38 59.38 58.13 51.88
Sensitivity (%) 35.07 54.91 53.58 31.77 43.67 58.92
Specificity (%) 84.86 67.58 46.97 87.06 73.48 46.47

F-score (%) 44.76 56.79 50.09 42.77 48.57 53.74
CPU time (secs) 1.38 1.95 0.01 1.71 2.13 0.03

TABLE 5.11: Data set constituted by 80 dysplatic nevi and 80 common nevi:
average testing values

5-CV 10-CV
MIL-RL SVM SVM-RBF MIL-RL SVM SVM-RBF

Correctness (%) 90.42 73.75 88.33 90.83 78.33 87.50
Sensitivity (%) 90.92 63.48 75.74 90.43 66.86 78.70
Specificity (%) 90.61 80.01 94.89 92.22 85.33 92.42

F-score (%) 86.50 61.05 81.18 87.13 66.42 81.16
CPU time (secs) 2.94 2.81 0.01 4.06 3.17 0.03

TABLE 5.12: Data set constituted by 80 melanomas against 80 dysplatic nevi
and 80 common nevi: average testing values

Melanomas vs Dysplastic Nevi

From numerical experiments it emerges that, in general, MIL-RL overcomes the SVM tech-

nique (with both linear and RBF kernels) in terms of correctness and sensitivity.

In medical fields, sensitivity plays a more important role than specificity since it is a mea-

sure of the ability to identify sick patients. Looking at the results obtained with the 5-fold-

cross validation, F-score values show the good performance of the proposed MIL approach
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FIGURE 5.11: Dermoscopic images of Melanomas (a), Dysplastic nevi (b) and
Common nevi (c)
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in classifying melanomas from dysplastic nevi against the classic SVM technique. Although

the SVM approach with the RBF kernel is very fast, its sensitivity values are slightly worse

than those provided by MIL-RL. On the other hand, we observe that the CPU times of our

algorithm are better than those recorded by linear SVM.

Dysplastic Nevi vs Common Nevi

With regard to the experimental section on the classification of dysplastic nevi against com-

mon nevi, the performances of all three methods appear unsatisfactory. The MIL-RL algo-

rithm records the best values of accuracy and specificity, but in general it is not effective in

solving the proposed task.

Melanomas vs (Dysplastic Nevi and Common Nevi)

With regard to the experimental section on the classification of melanomas against dysplas-

tic and common nevi, MIL-RL overcomes the SVM technique (with both linear and RBF

kernels) in terms of correctness, sensitivity and F-score. Although the SVM approach with

the RBF kernel is very fast, its correctness, sensitivity and F-score values are worse than those

provided by MIL-RL. On the other hand, we observe that the CPU times of our algorithm

are comparable to the ones of linear SVM.

We have presented an application of a multiple instance learning approach for the detec-

tion of melanomas against dysplastic nevi, of dysplastic nevi against common ones and of

melanomas against dysplastic and common nevi. These three issues have received little at-

tention in the literature despite pathologies such as the dysplastic nevi syndrome can imply

numerous death.

The implementation of frameworks to support the diagnosis of specialists such as Com-

puter Aided Diagnosis Systems, and of mobile applications useful for promoting self diag-

nosis could be crucial to increase life expectancy.

The results obtained show that in the first and in the third case the MIL approach is very

promising, even in the conditions in which we performed the experiments, i.e. with only

color features and without using pre-processing steps.

In the second case, the MIL approach as well as the SVM in the linear and kernel RBF

version, do not give satisfactory results. The excessive similarity of the lesions is not properly

discriminated with approaches aimed at identifying linear separation surfaces [316].

One way we decided to take includes the application of MIL approaches that use spher-

ical separation surfaces.

In particular, the algorithm [145] seems to be an interesting proposal for applications in

contexts where positive and negative elements have similar characteristics. In fact, the MIL

paradigm adapts very well to the classification of images in these contexts because it is able

to detect global information (bags) working locally (istance level).

We observe that some images are characterized by a lot of hairs. As demonstred in [283],

[315], we underline that better results could be obtained using images pre-processing aimed

at eliminating the presence of possible noises.

Even the adoption of further useful features extracted from blob is a possibility that

would allow to improve the classification performances [251], [252].
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5.4 DC-SMIL for automated Melanoma Detection

In this section we briefly discuss the results obtained applying DC-SMIL to the same classifi-

cation tasks faced by using the MIL-RL code. In particular, we have repeated all experiments

presented in the Section 5.3.3 on dermatoscopic and non-dermatoscopic images, using DC-

SMIL instead of MIL-RL. The intent was to verify whether a spherical classification approach

could provide better results than those obtained with MIL-RL.

We have noted that in discriminating melanomas from common nevi, melanomas from

dysplastic nevi and melanomas from dysplastic nevi and common ones, MIL-RL overcomes

DC-SMIL in terms of correctness and F-score. The results obtained by DC-SMIL are com-

parable to the classical SVM approach, using both the linear and the RBF kernels: for this

reason we do not report the corresponding results.

On the other hand, some interesting considerations can be made regarding the classifi-

cation between dysplastic and common nevi, which is a complex task due to the extreme

similarity of the lesions to be discriminated. The corresponding results, obtained by using

the 5-fold and 10-fold cross validation, are reported in Tables 5.13 and 5.14, respectively.

5-CV
DC-SMIL MIL-RL SVM SVM-RBF

Correctness (%) 50.50 60.63 60.00 49.38
Sensitivity (%) 47.83 35.07 54.91 53.58
Specificity (%) 60.36 84.86 67.58 46.97

F-score (%) 53.60 44.76 56.79 50.09
CPU time (secs) 0.58 1.38 1.95 0.01

TABLE 5.13: Data set constituted by 80 dysplatic nevi and 80 common nevi:
5-CV average testing values

10-CV
DC-SMIL MIL-RL SVM SVM-RBF

Correctness (%) 59.38 59.38 58.13 51.88
Sensitivity (%) 59.63 31.77 43.67 58.92
Specificity (%) 59.88 87.06 73.48 46.47

F-score (%) 59.81 42.87 48.75 53.74
CPU time (secs) 0.58 1.71 2.13 0.03

TABLE 5.14: Data set constituted by 80 dysplatic nevi and 80 common nevi:
10-CV average testing values

We can note that the sensitivity, the F-score and the CPU time provided by DC-SMIL are

better than those obtained by MIL-RL. As we have discussed in Chapter 3, DC-SMIL offers

performances of interest as regards classification tasks in which the classes to be discrimi-

nated contain similar elements. Only a few color features have been taken into considera-

tion and no pre-processing has been carried out on the images: this suggests that possible

improvements could be obtained using other features and applying pre-processing steps on

images. Another possibility relates to the choice of the starting point of DC-SMIL and to a

different management of the bundle.

In view of possible use in Computer Aided Diagnosis system dedicated to automated

skin lesion detection, the creation of some framework that adopts multi-classifiers in order
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to obtain performances of interest even in the distinction between dysplastic and common

nevi would be most useful. The sensitivity parameter assumes particular importance in the

medical field, effectively representing the number of correctly diagnosed patients. The good

CPU time values open up the possibility of being able to evaluate multi-classification steps

even for self-diagnosis applications.

“Success is never definitive, failure is never fatal; it is the

courage to continue that counts.

– Winston Churchill

5.5 Results obtained with MIL approach

As reported in [2], it is not easy to compare the various methods. In fact, these methods use

different machine learning approaches to distinguish melanoma lesions, and they have been

applied on different data sets. However, SVM and ANN seem to be the most used methods.

Another aspect to be emphasized is related to the features to be adopted in view of best

classification performances. Beyond the quantity and type of features (color, texture, shape

form or whatever), the features can be extracted in a global or local way. Global features

are extracted taking the lesion as a whole, while local features are extracted from portions

of the image. A local approach allows to increase the size of the feature vector, but also the

complexity of the feature space.

We close the section by pictorially summarizing the results previously presented of MIL-

RL in comparison to the results of the literature on melanoma detection using dermatoscopic

images (see also Figure 5.1). MIL-RL algorithm has been used with images coming from the

dermatoscopic data set PH2.

In Figure 5.12, where such results are reported, we have used the same notation as in

Figure 5.1. We can appreciate how the obtained results are of interest, especially considering

the restrictive hypotheses in which we have operated. We refer in particular to the absence

of a pre-processing phase and to the use of only color features, i.e. mean and variance of

RGB color channel. We have also experimented how effectively both the adoption of further

features, as well as an adequate pre-processing phase allow us to improve the classification

performance.

We observe here that DC-SMIL is a rather fast algorithm thus providing a promising tool

for dealing with data sets made up of a large number of images.

5.6 Discussion

The spread of melanoma, both in terms of diagnosed cases and deaths, as well as for the

growing availability of databases of dermoscopic images has increased the interest on tools

for automatic classification of skin lesions. The choice and the design of classification mod-

els requires full awareness in the use of appropriate learning techniques and algorithms,

and in their statistical validation. This task is urgent due to the low quality of the training

data available as image annotation phase is very demanding. Multiple Instance Learning-

type approaches seem fairly appropriate, as they are able to solve this aspect by allowing to

manage images with only one global label. The imbalance between the classes of training
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FIGURE 5.12: Comparison of obtained performances with the literature re-
sults

data sets should not be underestimated. The risk consists in undermining the classification

performance of the models, which can manifest over-fitting, thus losing in generalization.

The most appropriate classification approach for a specific study is not easily identifiable.

Each classification method has its own merits. Subject to solving the issues related to image

acquisition and pre-processing steps, it is possible to obtain different classification results

depending on a series of factors. The choice of the classifier, the difference in the composition

of the various classes, and precisely the number of melanomas images in relation to the

dysplastic and common nevi images, as well as features extraction and selection, are the

most important factors that influence model’s classification performance [145], [176], [177].

In recent years we have witnessed the rapid growth of deep learning (DL)-based sys-

tems in image processing which year after year sets new standards in terms of achieved

performance. Melanoma detection, and more generally, medical image processing, can ben-

efit from recent advances in deep learning-based methods that improve melanoma detection

from the early-stage.

Feature selection is a very important aspect. The growing interest in DL architectures

also lies in the fact that the choice of features can be made through the model. One of the

inherent risks to the DL approach is the loss of sensitivity of the model. DL "believes" in the

data submitted to it and does not check for inconsistencies and implausibility, errors in the
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input material will be reflected in the outgoing results. The DL has an intrinsic "bias" that

leads to consider what appears to be very frequent in data to be true. This is an open debate,

especially in the medical field.

Few researchers have provided comparisons of different classification algorithms using

the same set of images (see[215], [224], [246], [280]). From these comparative studies it

emerges that some models such as multi layer perceptron (MLP) offer better performance

than Bayesian and kNN classifiers, while SVM with MIL approaches outperformed the lin-

ear and RBF kernel versions.

This has given rise to solutions that include a combination of classifiers. In [317]–[320],

some proposals for combination schemes of classifiers have been devised for dermoscopic

images, also demonstrating that some of them constantly exceed the performance of a single

best classifier. Even in this case which multi-classifier architecture is better, it depends on

the specific application context.

The interaction of the specialist with a framework capable of providing a diagnostic sup-

port, together with a cultural model oriented to greater population proactivity through mo-

bile self-diagnostic tools, is an emerging recipe for achieving a significant reduction in mor-

tality rate of melanoma. The development of automated tools which support the clinician

in detecting melanoma from its early-stage, tracking its evolution in time, and which could

even be remotely used, represents an unprecedented opportunity to improve the way to

detect this aggressive form of skin cancer.

The analysis of melanoma statistics has shown that this pathology is of particular impor-

tance both as regards new cases and deaths as well as for the growing trend in world areas

characterized by high population density. The same statistics have confirmed that if skin

cancers, and in particular melanoma, are quickly diagnosed, excision of the lesion tends to

be decisive, which justifies the 5-year survival rates close to 100% (see Figure 4.3). The possi-

bility of creating diagnostic tools capable of supporting specialists by providing increasingly

accurate diagnoses becomes crucial.

The lack of adequate cultural models suggesting correct sun exposure practices, and the

great diffusion of smartphones equipped with advanced cameras and fast network connec-

tion, open the possibility of creating applications that can support skin self-diagnosis, ad-

dressing people to specialist visits. Through the studies carried out and the obtained ex-

perimental results we have verified how instance space optimization models for Multiple

Instance Learning constitute a valuable tool for the classification of medical images.

In order to have a comparison with the results from the literature, we have verified how

using only some color features and without pre-processing steps, the adopted models guar-

antee interesting performances for classification of dermatoscopic images. In particular,

from the literature analysis, we have taken inspiration to present a new MIL model that

uses spherical separation and that appears to be suitable for classifying data sets character-

ized by a high similarity and high dimension (see for example the case of dysplastic nevi

versus common ones). The proposed model is therefore of interest in medical fields, where

two images, although minimally different, may be indicative the one of a pathological state,

the other of a healthy organ or tissue.
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5.7 Future Work

The continuation of the research activities includes the development of new mathematical

models to support medical image classification. Some of these models are being defined

and they concern classification heuristics characterized by small CPU times. In addition to

the classification measures such as those adopted in the presented experimental phases, the

measures related to the processing speed are important, especially for the prototyping of

applications designed for mobile use. One way to obtain better classification performances

involves suitable pre-processing steps of the images, the evaluation of additional features

for each blob, as well as the definition of more sophisticated segmentation strategies.

Another research direction concerns the application of MIL techniques in other medical

contexts. In [321], we presented a study on the features that must be taken into considera-

tion for the automatic classification of tongue images. The facility to disseminate and share

information leads to the globalization of medical protocols which were previously used only

in some world areas. This is the case, for example, of tongue inspection, widely used in Tra-

ditional Chinese Medicine (TCM) to perform a diagnosis about internal organs by simply

observing the color and the consistency of patient’s tongue. The current interest in tongue’s

image analysis is also motivated by the possibility of performing a first self-analysis on a

possible disease suggesting further medical investigation.

This thesis work prefigures a scenario of possible applications for both medical and mo-

bile use. This idea is the basis of the realization of a spin-off that will involve teachers

from the Department of Computer Science, Modelling, Electronic and System Engineering

(DIMES) of the University of Calabria and from the Bioinformatics Laboratory Surgical and

Medical Science Department (DMSC) of the University Magna Graecia of Catanzaro in ad-

dition to the software house E-way Enterprise Business Solutions.

In [322], SIMPATICO 3D (Sistema Informativo Medico PATologIe COmplesse), was pre-

sented. SIMPATICO 3D is a system supporting scientists and physicians by providing facil-

ities for the management, organization, analysis and distribution of medical data. A future

work could be to add in SIMPATICO 3D a new module referring preliminary diagnosis on

skin lesion, such as melanomas.

The studies carried out and the potential outlets on the market are the basis of a business

idea, which revolves around some keywords: artificial intelligence, knowledge, things and

humans. Starting from these keywords, the acronym for the Spin-off was also obtained:

Artificial Intelligence for knoWledge, thIngs and humaNS (in short AI-WINS).

The main objective is to use artificial intelligence techniques and innovative technolo-

gies, such as the Internet of Things, for data analysis in particularly relevant sectors such

as eHealth. The goal is the conception, design, development and marketing of innovative

high-tech tools in the field of image analysis. Our aim is that AI-WINS will invest in solu-

tions ready for the market, linked to image analysis for the diagnosis of melanoma. As we

have shown, this type of diagnosis is far from simple because of the similarity of melanoma

with other skin lesions such as dysplastic nevi.

The need to have tools to allow early diagnosis of melanoma able to precisely distinguish

melanoma from benign lesions becomes a crucial challenge.

These tools will be used to support the specialist for the diagnosis of melanomas, and

self-diagnosis through mobile applications. The reference area of the proposal is that of
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Life Sciences, in order to satisfy the technological trajectories aimed at "Biomedical devices,

biomechanics, systems and new medical and diagnostic applications".

The mission is located in the eHealth field and embraces different aspects by exploiting

and promoting innovative solutions. Specifically, it provides a contribution to image pro-

cessing, ranging from three-dimensional display problems to quantitative analysis problems

for the automatic or semi-automatic extraction of diagnostic indices.

5.7.1 The market and competition

In recent decades, melanoma has become one of the most aggressive tumors; it is spread-

ing rapidly in many areas of the world and data shows that, unfortunately, its incidence

rate is characterized by a positive trend. Populations living in Europe, North America and

Australia in particular are heavily affected by this type of skin cancer. Despite the ever in-

creasing spread and its well-known aggression, if melanoma is identified in its initial stage

(i.e. through early diagnosis) and is removed it can be treated without major complications

for the individual, as evidenced by the survival rate at 5 years reported by the World Health

Organization (WHO) [1]. The main problem therefore is that in the initial stages melanoma

appears to be very similar to other benign lesions and it is difficult, even for experts in the

sector, to identify it. In light of the scenario described above, it should therefore be noted

that the referred market is the international one which requires stable and efficient diagnosis

systems. Furthermore, the research that we conducted has faced, for the first time, the issue

of classification of dysplastic from common nevi. Summing up, the results of our research

have shown interesting performances than the ones present in literature.

5.7.2 Market value

Relatively to the support tool for the specialist of the diagnosis of melanomas, the specific

reference sector is the public and private health market. In Europe, the total expense on eHealth

technologies and digital services for health and healthcare/hospital care is expected to in-

crease from the current $ 3.39 billion to $ 7.1 billion in 2024, according to Market Data Fore-

cast estimates [323]. Finally, Octopus Ventures [324] has reported an increase in the use

of digital technologies even in the treatment of mental illnesses and neurosciences, as ev-

idenced by the financial resources interested in this sector, which went from 120 million

pounds in 2014 to 580 million pounds in the 2019. For what concerns the dermatological in-

strument (app) for self-diagnosis, the specific reference sector is that of dermatological devices

for the diagnosis of skin cancer which includes dermatoscopes, microscopes, and imaging

instruments. The global market for dermatological devices has an annual growth rate of

11.50% and is estimated to reach $ 14.17 billion by 2021. In addition, in 2016 the sector of

devices for the diagnosis of skin cancer represented the largest market share.

The project idea could access funding sources linked to public instruments through par-

ticipation in regional, national and European funding notices in the ICT field with particular

concern in issues related to eHealth. In the short term, we aim to implement a prototype

solution to be placed on the market, relying on the acquisition of additional skills in the

eHealth field.
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Appendix A: Evaluation of

Classification Performance

To assess the quality of a classification model, both discrimination and calibration must be

taken into account. Classification takes into account the way in which the two classes in the

data set are separate while calibration measures how much the forecasts of a given model

are close to the real underlying probability on the basis of specialized knowledge.

The formal definition of the measurements’ sensitivity, specificity and accuracy derives

from the quantification of the number of true positives (TP), true negatives (TN), false nega-

tives (FN) and false positives (FP).

If a disease is actually present in a patient and the diagnostic test detects the disease, the

test result is considered true positive (TP). Similarly, if a patient is healthy and the diagnostic

test does not detect the disease, the test result is true negative (TN). However, if the diagnos-

tic test indicates the presence of a disease in a healthy patient, the test result is false positive

(FP). Similarly, if the diagnostic test result does not detect the disease in a sick patient, the

test result is false negative (FN).

The measures we used to evaluate the methods considered are:

Correctness =
TP + TN

TP + TN + FP + FN
× 100% (6.1)

Sensitivity =
TP

TP + FN
× 100% (6.2)

Speci f icity =
TN

TN + FP
× 100% (6.3)

FScore = 2 × Sensitivity × Speci f icity

Sensitivity + Speci f icity
(6.4)

CPUtime =
CPU clock cycles

clock f requency
(6.5)

Correctness (6.1), also referred as "accuracy", specifies if a model is properly trained and

how it can work in general. The problem with using correctness as the main performance

metric is when the classes are significantly not balanced.

Sensitivity and specificity are the most commonly used performance evaluation param-

eters in the literature, at least in medical field. Sensitivity (6.2), also referred to as "precision",

is a measure of correctly identifying non-healthy patients. Specificity (6.3) or "recall", is a

measure of the capability to identify healthy patients (i.e., to avoid false positive patients).

To optimize the evaluation metric, F-score (6.4) is frequently used, which is a combined

measure of sensitivity and specificity. A good F-score means we have low false positives and
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low false negatives, so you are carefully identifying real threats and not being bothered by

false alarms. F-score is considered perfect when it is 1, while the model fails when it is 0.

CPU time (6.5), or "process time", is the amount of time for which a central processing unit

(CPU) is used for processing instructions of a computer program. The CPU time is measured

in clock ticks or seconds. CPU time may decrease both by increasing the frequency of the

clock or by decreasing the clock cycles needed to run the program.

In [317], Sboner et al., introduced dclass, which is a suitable measure to compare the per-

formance of different classifiers. Using this parameter instead of the correctness, the com-

parison between classifiers can be done accurately, avoiding the unbalanced class problem.

A correct estimate of the discrimination and calibration of a model must take into account

the effects of unbalanced classes and the relationship between training and testing sets. In

fact, numerous studies have shown that the degradation of correctness is more evident on

unbalanced data sets or when the classes of data tend to overlap [325]–[327]: these conditions

typically occur for classification of skin lesions.

Many studies present numerical sections in which classifiers focus on the learning of

more numerous classes (dysplastic and common nevi) than on smaller classes (melanoma).

This results in a poor accuracy of the classification for small classes invalidating the diag-

nostic indication.

The relationship between training and testing sets is another important factor that influ-

ences classification results. As the size of the training set increases, the results improve [328].

The effect of this ratio on classification accuracy is studied in [319]: excessive training can

lead the classifier to fit too much into training data (overfitting).

There are many possibilities for choosing the training and the testing data, taking into

account that a test on separate data provides an unbiased estimate of the generalization

error. One of them is the well known k-fold cross validation technique.

Regarding the classification performance of skin lesions, 5 and 10 fold cross validation

are almost always adopted. If the original data set is too small for this approach, the recom-

mended strategy is to use cross-validation [329] or bootstrap [330] in order to best use the

available data. When k coincides with the cardinality of the entire dataset, the k-fold cross

validation is known as leave-one-out cross validation: in such case, each time the testing set is

constituted just by one element. Bootstrap is a flexible and powerful statistical tool that can

be used to quantify the uncertainty associated with a given estimator or statistical learning

method. It works by sampling with replacement from the original data, and take the “not

chosen” data points as test cases. We can make this several times and calculate the average

score as estimation of our model performance.

Bootstrap is rarely used in the literature for skin lesions, but has been shown to be supe-

rior to cross-validation on many other data sets [331].
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