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Summary. Kapteyn series are a very useful mathematical toolbox occurring in a
wide field of applications even though their mathematical framework is not trivial.
Indeed, these series considered as toolbox, are sometimes difficult to use because
of their numerical convergence problems that are the motive of slow computation
times. This is the reason why their use in practical contexts can be tough.
Taking this into consideration, in this thesis a new approach to manage Kapteyn
series has been proposed. In fact, an integral representation in connection to them
has been considered. This integral approach allows to obtain more or less slow com-
putational times with respect to the computation of the Kapteyn series depending
on the particular integrand structure of the integral form of the considered applica-
tion.
This thesis is organized as follows. The first two chapters are purely mathematical
and report the history, the state of the art, and the main properties of Bessel func-
tions and of the Kapteyn series respectively.
In the third one the definition and the properties of uniform convergent series has
been shown and then the proposed approach is illustrated. This lets us to obtain an
integral representation of a considered class of Kapteyn series.
From the fourth chapter onwards, have been pointed out applicative scenarios in
which the proposed approach could be useful. The fourth chapter is completely
dedicated to the Kepler problem. The history of this important problem has been
briefly reported and then the solution in integral form obtained by the proposed
approach has been explained. In the fifth and the six-th chapters have been dis-
cussed applications in the power electronics and the control theory fields. Indeed,
the PWM modulation has been analyzed in the use of the DC-AC conversion and in
the feedback control systems respectively. This analysis is based on the isomorphism
between Kepler’s problem and the problem of determinating the switching instants
of the PWM output.
Lastly, in the seven-th chapter the proposed approach is used both to obtain the
integral forms of the Kapteyn series that occur in the modern theory of electromag-
netic radiation and in the models of the energy spectrum of fronts, and to generalize
a Meissel’s result.



1

Bessel functions

Bessel functions belong to a particular class of mathematical functions, known
as special functions [1, 2].
’Special functions’ are particular functions of real or complex variables charac-
terized by particular properties that let them be useful in many applications.
This is the reason why, an in-depth study of them and their connections with
other functions, is essential.

1.1 Historical background

Bessel functions are a particular solution y(x) of the following differential
equation, known as ’Bessel’s equation for functions of order ν’[3]

x2 d
2y

dx2
+ x

dy

dx
+ (x2 − ν2)y = 0 (1.1)

where ν ∈ C and x ∈ C are respectively the order and the argument of the
Bessel functions.
The name of these functions derives from the german mathematician Friederich
Bessel who in 1826 thoroughly analyzed them. If as said, in one hand Bessel
defined and characterized these functions, in the other hand other mathemati-
cians already dealt with these functions, which were not yet known as Bessel
functions. So the paper of Bessel is not the first step of the historical devel-
opment of the Bessel functions.
The history of these functions began in 1732, when Daniel Bernoulli [4], study-
ing necessary conditions for an heavy chain of uniform density suspended by
an extreme point A to have infinitesimal periodical oscillations, calculated
that the ratio between the displacement of a generic point with distance x
from the free extreme point B and the length l of the chain can be expressed
by a series, today known as a Bessel function of order zero and argument
2
√

x
n .

In [5], Bernoulli himself rewrote the relation between the displacement of the
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point and the length of the chain as a differential equation, which considering
a substitution of a variable, is the Bessel equation of order zero.
Eulero came to the same equation [6, 7] studying the same subject with a
different approach.
In 1770, Lagrange [8] studying the elliptical motion of a planet around the
sun and taking into account the following relation between the ’radius vector’
r, the ’mean anomaly’ M and the ’eccentric anomaly’ E

M = E − ε sinE, r = a(1− cosE) (1.2)

demonstrated that it was possible to formulate the following expansion

E = M +

∞∑
n=1

An sinnM,
r

a
= 1 +

1

2
ε2 +

∞∑
n=1

Bn cosnM (1.3)

where a and ε are respectively the ’semi-major axis’ and the ’eccentricity’ of
the orbit and where the expressions of An and Bn are

An = 2
∞∑
m=0

(−1)mnn+2m−1εn+2m

2n+2mm!(n+m)! ,

Bn = −2
∞∑
m=0

(−1)m(n+2m)nn+2m−2εn+2m

2n+2mm!(n+m)! .
(1.4)

The italian astronomer Carlini studied the possibility to approximate the
expression of An and Bn when n is sufficiently large and 0 < ε < 1 [9].
However, it was Poisson, who in 1836[10] found the following relation

Bn = − ε
n

dAn
dε

(1.5)

that allows to establish the eq. (1.4) as follows

An = 2Jn(nε)/n, Bn = −2(ε/n)J
′

n(nε), (1.6)

where Jn(·) is the Bessel function of order n and argument (·).
Up to now, there are still a lot of open questions about these functions, and
in particular as regards the computation and the properties of the roots of
Bessel functions and their derivatives [11, 12] or as regards the evaluation of
ratios of those functions [13].
Anyway, the more interesting subject probably concerns their numerical eval-
uation, that is considered to be onerous especially when the order is large. It
is still a problem continuing to be discussed, e.g. in [14] a new algorithm that
handles this problem has been proposed.
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1.2 Applications

Bessel functions have a role of essential importance in different fields: for
example they are useful in the study of the propagation of electromagnetic
waves [15, 16] as well as in the analysis of the vibration of a stretched mem-
brane [17]. These functions are also closely connected to the theory of heat
conduction[18].
Bessel functions are also useful in the study of waves in a fluid. In this context
the study of the generation of the tsunami can be found[19].
Those functions appear also in the theory of the estimation of terrestrial ice
ages [20] and in the analytic theory of the divisors of the numbers. [3, 21].

1.3 Bessel functions of the first kind

In this section it is illustrated how it is possible to come to the following
representation of Bessel functions Jν(x) in terms of infinite series

Jν(x) = xν
∞∑
m=0

(−1)mx2m

22m+νm!Γ (ν +m+ 1)
. (1.7)

where Γ (ν) represents the gamma function [1], defined as

Γ (ν) =

∫ ∞
0

e−ttν−1dt con ν ∈ C, (1.8)

and that is an analytical extension of the factorial function in the complex
field.
As said before, Bessel functions provide a particular solution of the differential
equation (1.1). The form of the solution is

y(x) = Φ(x, r) =

∞∑
m=0

amx
m+r , a0 6= 0, (1.9)

and by the derivative of this solution with respect to x it is possible to word
the following expression

dy

dx
=
∞∑
m=0

(m+ r)amx
m+r−1 (1.10)

from which, through another operation of derivative, follows

d2y

dx2
=

∞∑
m=0

(m+ r)(m+ r − 1)amx
m+r−2 (1.11)

Substituting eqs. (1.9), (1.10) and (1.11) in (1.1), it is possible to frame:
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∞∑
m=0

(m+ r)(m+ r − 1)amx
m+r +

∞∑
m=0

(m+ r)amx
m+r+

+
∞∑
m=0

amx
m+r+2 −

∞∑
m=0

ν2amx
m+r = 0.

(1.12)

Eq. (1.12) can be rewritten more compactly as:

∞∑
m=0

αmx
m+r = 0, (1.13)

where it is possible to notice that the equation has a solution if each coefficient
αm con m = 0, 1, . . . is equal to zero, that is

α0 = r(r − 1)a0 + ra0 − ν2a0 = 0
α1 = (r + 1)ra1 + (r + 1)a1 − ν2a1 = 0

...
αm = (m+ r)(m+ r − 1)am + (m+ r)am + am−2 − ν2am = 0 (m = 2, 3, ...)

(1.14)
In order to annihilate the first coefficient α0 it is necessary that

(r + ν)(r − ν) = 0 (1.15)

Then it is possible one of the two chooses:

r = v r = −v. (1.16)

Choosing r = v and annihilating the coefficient α1 it follows that a1 = 0.
Then, so that each αm (m = 2, 3, ...) is equal to zero it is necessary that:

(m+ 2ν)mam + am−2 = 0 ⇒ am = − 1

(m+ 2ν)m
am−2. (1.17)

From eq. (1.17) it follows that

a2m+1 = 0 m = 1, 2, ...
a2m = − 1

4m(ν+m)a2m−2 m = 1, 2, ...
(1.18)

and then

a2m = − (−1)m

4mm!(ν + 1)(ν + 2) . . . (ν +m)
a0 m = 1, 2, . . . (1.19)

The value of the coefficient a0 is arbitrary and Bessel functions are the subset
of the solution set of the Bessel equation, marked with the notation y(x) =
Jn(x), that have been obtained, choosing
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a0 =
1

2nn!
. (1.20)

Under the hypothesis:

ν = n e n ∈ Z, (1.21)

Bessel functions of the first kind of order n are represented as

Jn(x) = xn
∞∑
m=0

(−1)mx2m

22m+nm!(n+m)!
(1.22)

The Hypothesis in eq. (1.21) that n is an integer number is necessary because
in eq. (1.22) appears the factorial function that is defined in the set of non
negative integer numbers. This hypothesis can be removed considering the
gamma function, above defined, that lets eq. (1.22) be rewritten as eq. (1.7).

Fig. 1.1. Bessel functions of the first kind of order n = 0, 1, 2

In fig. 1.1 are reported Bessel functions of the first kind of order n = 0, 1, 2. As
the graphic shows, all Bessel functions for x = 0 are equal to zero, unless the
Bessel functions of order zero that have value equal to 1, and have oscillations
around the value zero of decreasing amplitude.
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1.4 Integral representations of Bessel functions

Bessel functions of the first kind, for integer values of n, can be also represented
in the following integral form that was introduced by Bessel himself [22] as
definition of Jn(z)

Jn(z) =
1

2π

∫ 2π

0

cos(nθ − z sin θ)dθ. (1.23)

Clearly, this kind of representation allows to apply the properties of integrals
and it is by those properties that derive a lot of properties of Bessel functions.
In literature there are several integral representations of those functions [3]
and the same eq. (1.23) can be expressed in the following equivalent forms:

Jn(z) =
1

π

∫ π

0

cos(nθ − z sin θ)dθ, (1.24)

and

Jn(z) =
1

2π

∫ 2π+α

α

cos(nθ − z sin θ)dθ, (1.25)

where α is an arbitrarily chosen angle.
Moreover, there are also the two following representations introduced by
Jacobi[23], that holds respectively for odd and even values of n:

Jn(z) =
1

2π
(−1)

1
2 (n−1)

∫ 1
2π

0

cosnη sin(z cos η)dη (n odd), (1.26)

and

Jn(z) =
1

2π
(−1)

1
2n

∫ 1
2π

0

cosnη cos(z cos η)dη (n even). (1.27)

To represent Bessel functions in the case of complex order there is an alter-
native integral form given by Schläfli[24, 25, 26]:

Jν(z) =
1

π

∫ π

0

cos(νθ − z sin θ)dθ − sin νπ

π

∫ ∞
0

e−νt−z sinh tdt, (1.28)

that holds for |argz| < 1
2π, this form is known as generalization of Schläfli of

the Bessel integral.
An other integral representation for n integer, given by Poisson [27] is the
following one:
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Jn(x) =
( 1

2z)
n

Γ (n+ 1
2 )Γ ( 1

2 )

∫ π

0

cos(z cos θ) sin2n θdθ, (1.29)

that after standard manipulations can be expressed as

Jn(x) =
( 1

2z)
n

Γ (n+ 1
2 )Γ ( 1

2 )

∫ π

0

eiz cos θ sin2n θdθ, (1.30)

from which it follows

Jn(x) =
( 1

2z)
n

Γ (n+ 1
2 )Γ ( 1

2 )

∫ 1

−1

eizt(1− t2)n−
1
2 dt. (1.31)

From the integral forms given by Poisson, Lommel [28] found the following
expression of the Jν(z) that holds for each order ν ∈ C

Jν(z) =
( 1

2z)
ν

Γ (ν + 1
2 )Γ ( 1

2 )

∫ 1

0

tν−
1
2 (1− t)− 1

2 cos{z(1− t) 1
2 }dt. (1.32)

Taking into account eq. (1.32) by simple manipulations it is possible to write
the following equivalent forms:

Jν(z) =
2( 1

2z)
ν

Γ (ν + 1
2 )Γ ( 1

2 )

∫ 1

0

(1− t2)ν−
1
2 cos(zt)dt, (1.33)

and

Jν(z) =
( 1

2z)
ν

Γ (ν + 1
2 )Γ ( 1

2 )

∫ 1

−1

(1− t2)ν−
1
2 cos(zt)dt, (1.34)

and

Jν(z) =
( 1

2z)
ν

Γ (ν + 1
2 )Γ ( 1

2 )

∫ 1

−1

(1− t2)ν−
1
2 eiztdt, (1.35)

and

Jν(z) =
2( 1

2z)
ν

Γ (ν + 1
2 )Γ ( 1

2 )

∫ 1
2π

0

cos(z cos θ) sin2ν θdθ, (1.36)

and

Jν(z) =
( 1

2z)
ν

Γ (ν + 1
2 )Γ ( 1

2 )

∫ π

0

eiz cos θ sin2ν θdθ. (1.37)

Recently the following integral representation [29] of Bessel functions has been
introduced:
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Jν(x) =
2ν−2Γ (ν + 5

2 )

π
3
2 i

∫ 1
2 +i∞

1
2−i∞

B(ν+s
2 , ν−s+5

2 )
∫∞

1
[
√
t]([
√
t]+1)

t(ν−s+5)/2 dt

Γ (ν − s+ 2)ζ(ν − s+ 2)xs
ds, (1.38)

where ζ(·) and B(·, ·) are the zeta function of Riemann and the beta function
(also known as eulerian integral of the first kind) respectively:

1.5 Main properties

Bessel functions have several useful properties [3].
For integer values of n it holds:

J−n(x) = (−1)nJn(x) (1.39)

and

Jn(−x) = (−1)nJn(x). (1.40)

There are also the following recurrence formulas

Jn−1(x) + Jn+1(x) =
2n

x
Jn(x) (1.41)

and

Jn−1(x)− Jn+1(x) = 2J ′n(x), (1.42)

which connect three contiguous Bessel functions.
Adding and subtracting eq. (1.41) and eq. (1.42) the following properties can
be written

zJ ′n(z) + nJn(z) = zJn−1(z) (1.43)

and

zJ ′n(z)− nJn(z) = −zJn+1(z). (1.44)

Considering in these expressions ν instead of n, it is clear that they hold the
equivalent properties generalized in the complex field. The feasibility of this
generalization has been proved by Lommel[28].
The square of Bessel functions can be expressed in integral form [3] as

J2
n(x) =

2

π

π
2∫

0

J2n[2x cos(φ)]dφ. (1.45)
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1.6 Connections with other functions

In this section some relationships between Bessel function and other special
functions have been considered.
Bessel functions can be expressed throughout hypergeometric series [2]as

Jα(x) =
(x/2)α

Γ (α+ 1)
0F1(α+ 1;−x2/4) (1.46)

where the hypergeometric series is defined as

pFq(a1, . . . , ap; b1, . . . , bq; z) =

∞∑
n=0

(a1)n . . . (ap)n
(b1)n . . . (bq)n

zn

n!
(1.47)

where

(a)n = a(a+ 1)(a+ 2)...(a+ n− 1), (a)0 = 1 (1.48)

is the Pochhammer symbol[126].
Bessel functions are also connected to the generalized Laguerre polynomials
[127] defined as

L(α)
n (x) =

n∑
i=0

(−1)i
(
n+ α

n− i

)
xi

i!
. (1.49)

In fact it holds the following eq.

Jα(x)(
x
2

)α =
e−t

Γ (α+ 1)

∞∑
k=0

L
(α)
k

(
x2

4t

)
(
k+α
k

) tk

k!
. (1.50)

Note that the hypergeometric series as well as the generalized Laguerre poly-
nomial have relations with other special functions. So, from those connections
ensue other connections between Bessel functions and other special functions.
For example, taking into account the following expression

Li2(x) =

∞∑
n=0

xn

n2
= 3F2(1, 1, 1; 2, 2;x)x, (1.51)

that links the hypergeometric series and the dilogarithm Li2(x), that is the
particular case for s = 2 of the Jonquiére function Lis(x) [58] (also known as
polylogarithm) defined as

Lis(x) =

∞∑
n=1

xn

ns
, (1.52)

by eq. (1.46) it is possible to connect Bessel functions with the dilogarithm.
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1.7 Bessel functions of the second kind and Hankel
functions

Bessel equation (1.1) is a differential equation of the second order. For this
reason, it has a general solution that is a linear combination of two particular
linearly independent solutions. An other particular solution is given by J−ν(x).
But it holds eq.(1.39) and then Jn(x) and J−n(x) are linearly dependent
functions. However, an other particular solution that is linearly independent
from Jn(x) and which is useful to have a general solution is given by Bessel
functions of the second kind Yν(x) defined as

Yν(x) =
Jν(x) cos(νπ)− J−ν(x)

sin(νπ)
. (1.53)

Another couple of linearly independent solutions of the Bessel equation is
given considering the Hankel functions (also known as Bessel function of the
third kind) defined as

H
(1)
ν (x) = Jν(x) + iYν(x)

H
(2)
ν (x) = Jν(x)− iYν(x).

(1.54)



2

Kapteyn series

2.1 Introduction and historical background

Each series of the kind

∞∑
n=0

αnJν+n{(ν + n)z}, (2.1)

in which Jm(x) is the Bessel function of the first kind and where αn, ν e z
∈ C and coefficients αn e ν are independent on z, is called a Kapteyn series.
They were named after the mathematician Willem Kapteyn, who first [30]
systematically investigated them and examined the possibility of expanding
an arbitrary analytic function into a Kapteyn series.
Such series are characterized by their own complexity that arise from a back-
ground of poor theories. Indeed the properties of these series not only use
a not trivial mathematics, but also they are in a very exiguous number [3].
Although, as known these series converge, for very few of them there are
explicit closed forms and moreover it is well known that such series suffer
from problems of numerical convergence. This happens because sometimes it
is necessary to evaluate a hight number of terms in order to have acceptable
approximation errors but also because the evaluation of the single term can
be slow involving a Bessel function that, as said in chapter 1, can produce
computational problems.
Many authors have proposed methods to improve convergence speed as in
[31] where Wynn’s epsilon method [32] is used to accelerate the convergence
of these series.
To sum up, on the one hand to face problems in which Kapteyn series are
involved, can be an onerous matter and on the other hand they have an ex-
tremely practical importance in many applications in several different fields
[3].
An interesting approach seems to be the one which represents Kapteyn se-
ries in integral forms. In [31, 33, 34, 35] integral representations are given for
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Kapteyn series of specific problems, whereas, in [36] the problem of finding an
integral representation is treated over a more general class of Kapteyn series.
The history of these series is related to the problem of the elliptic motion in
the mechanics of the bodies, in particular it is related to Kepler’s problem.
The solution of this problem, introduced by Lagrange [8] was manipulated af-
ter an half century by Bessel, obtaining a solution in terms of Kapteyn series.

Let

M = E − ε sin(E), (2.2)

the second Kepler’s equation [37], in which

• ε ∈ (0, 1] represents the eccentricity of the ellipse;
• E is the eccentric anomaly, defined as the angle between the major axis of

the ellipse and the line that links the center of the ellipse and the planet;
• M ∈ (0, π) is the mean anomaly that is the product between the mean

speed of rotation of the planet and the time of the last pass at the perihe-
lion.

The Kepler problem consists in solving eq. (2.2) for E. Its solution in terms
of Kapteyn series is

E = M +

∞∑
n=1

2

n
Jn(nε) sin(nM). (2.3)

Related to Kepler’s problem, we find also the following Kaptyn series:

cos(E) = −1

2
ε+

∞∑
n=1

2

n
J ′n(nε) cos(nM), (2.4)

and

cos(mE) = m

∞∑
n=1

1

n
{Jn−m(nε)− Jn+m(nε)} cos(nM) m = 2, 3, .., (2.5)

and

sin(mE) = m

∞∑
n=1

1

n
{Jn−m(nε) + Jn+m(nε)} sin(nM) m = 1, 2, ... (2.6)

Another series derived by Kepler equation and discovered by Herz[53] is the
following one:

a

r
= 1 + 2

∞∑
n=1

Jn(nε) cos(nM), (2.7)
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where a is the major semi-axis of the ellipse and r is the radius vector, e.g.
the distance of the point of the ellipse where is set the moving planet from
the focus of the ellipse representing the sun.

2.2 Applications

Apart from the astronomical field, Kapteyn series are a toolbox frequently
used in many applications of several disciplines, as for example in the modern
theory of electromagnetic radiation [38, 39, 40, 31].
They are also related to Markov chains and then they have applications in
the queueing theory [41, 42].
Kapteyn series occur also studying atmospheric phenomenas and more pre-
cisely in models of the energy spectrum of fronts [43, 44, 45, 46].
In dynamics of fluids Kapteyn series have a key role in the theory of the so
called ’Concentrated vortices’ that is space-localized zone with non-zero vor-
ticity surrounded by potential flow [47]. More precisely, Kapteyn series appear
in modeling the behaviour of Kelvin waves that are generated in concentrated
vortices and that are cause of perturbations.
Kapteyn series play also an important role in problems of instability in plas-
mas [48].
Then they appear in models of spectra in optical regime of quantum modu-
lated by magnetic fields at frequencies of order of teraherz [49, 50] and in any
problems of conduction in semiconductors with a superlattice.
Another interesting applicative scenario concerns the spectral analysis in DC-
AC conversion [51], where throughout an isomorphism with Kepler’s prob-
lem, analytic expressions of switching instants of the inverter can be written
in terms of Kapteyn series. Furthermore, in the same context these series are
used for the analysis of the so called ’ripple stability’ in PWM feedback control
system [52].

2.3 Special Kapteyn series.

Kapteyn series, whose explicit closed form is known, are really in an exiguous
number. In [53] Herz systematically studied some Kapteyn series giving for
them analytic closed form. Among his results, there are the following ones:

1

2
+

1

4
ε =

∞∑
n=1

J ′n(nε)

n
,

1

2
− 1

4
ε =

∞∑
n=1

(−1)n−1 J
′
n(nε)

n
, (2.8)

and
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1
2ε

1− ε
=

∞∑
n=1

Jn(nε),
1
2ε

1 + ε
=

∞∑
n=1

(−1)n−1Jn(nε), (2.9)

and

1
2

(1− ε)2
=

∞∑
n=1

nJ ′n(nε),
1
2

(1 + ε)2
=

∞∑
n=1

(−1)n−1nJ ′n(nε). (2.10)

Other researchers, apart from Herz, were interested in Kapteyn series and
in the problem of finding analytic forms too. Among them, there is Meissel
[54, 55] that for m = 1, 2, 3, 4, 5 found the closure of the following series

∞∑
n=1

J2n(2nε)

n2m
, (2.11)

and

∞∑
n=1

J2n−1(2n− 1)ε

(2n− 1)2m
. (2.12)

Eq. (2.11) can be expressed in a polynomial form of degree 2m. Here there
are the values obtained by Meissel for m = 1, 2, 3

m = 1 ε2

2

m = 2 ε2

2 −
ε4

8

m = 3 ε2

2 −
5ε4

32 + ε6

72

(2.13)

And eq. (2.12) can be expressed in a polynomial form of degree 2m − 1, for
m = 1, 2, 3 there are the following values:

m = 1 ε
2

m = 2 ε
2 −

ε3

18

m = 3 ε
2 −

5ε3

81 + ε5

450 .

(2.14)

The following one is a result of Schott [38]:

∞∑
n=1

n2J2n(2nε) =
ε2(1 + ε2)

2(1− ε2)4
. (2.15)

Kapteyn [30] demonstrated that the following eq.

1 + 2

∞∑
n=1

Jn(nz) =
1

1− z
(2.16)

holds for z complex such that



2.4 Integral representations of any Kapteyn series involving specific problems 15∣∣∣∣∣z exp(
√

1− z2)

1 +
√

1− z2

∣∣∣∣∣ < 1. (2.17)

or equivalently −1 < z < 1, if z is real.

2.4 Integral representations of any Kapteyn series
involving specific problems

In literature there are many integral representations of Kapteyn series related
to specific contexts .
Meissel [54] gave the following representation

2
∞∑
n=1

J2n(2nε)
n2+ξ2 = 2

π

π
2∫
0

{
π cosh 2ξθ cosh(2εξ cos θ)

ξ sinhπξ − 1
ξ2

}
dθ

ξ ∈ R 0 < ε ≤ 1.

(2.18)

A significant work has been done on the Kepler problem.
In [33] eq. (2.2) is rewritten in integral form as

E = M + c (2.19)

where

c = ± 1
π

{
ε∫
−ε

[
ρ

f2+ρ2

(
xf ′ − f − f ′′

2f ′2 f
2 + f ′′′f ′−3f ′′2

6f ′4 f3+

− f
′2−10f ′f ′′f ′′′+15f ′′3

24f ′6 f4
)

+

+ f ′3f ′′′′′−15f ′2f ′′f ′′′′+105f ′f ′′2f ′′′−10f ′2f ′′′2−105f ′′4

24f ′8 f4 arctan
(
ρ
f

)]
dx+

+
[(
x− f

f ′ −
f ′′

2f ′3 f
2 + f ′′′f ′−3f ′′2

6f ′5 f3+

− f ′2f ′′′′−10f ′f ′′f ′′′−15f ′′3

24f ′7 f4
)

arctan
(
ρ
f

)]ε
−ε

}
(2.20)

where we can consider the operator [f(x)]ba = f(a) − f(b), where ρ is an
arbitrary positive constant, and where f = x−ε sin(x+M), f ′ = 1−ε cos(x+
M), f ′′ = −f ′′′′ = ε sin(x+M) and f ′′′ = −f ′′′′′ = ε cos(x+M).
In [35] eq. (2.2) if π

2 − ε < M < π or equivalently π
2 < E < π are given the

following integral representations, the first one is

E = M + (π −M) exp

 1

π

∞∫
0

arctan

[
2x
(
ε coshx+ π

2

)
tanhx

(π −M)2 + x2 −
(
ε coshx+ π

2

)2
]
dx


(2.21)

that is a simplification of the solution in[34] and the other one is
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E = M +
V
(

3
2π −M, ε

)
− V

(
M − 1

2π, ε
)[

L
(

3
2π −M, ε

)
+ L

(
M − 1

2π, ε
)]3 , (2.22)

where

V (α, ε) = − δ

δα
L(α, ε) =

2

π

∞∫
0

(ε coshx+ α)2 − x2

[(ε coshx+ α)2 + x2]2
dx. (2.23)

In the context of the modern theory of electromagnetic radiation [31] are
provided integral representations of the following Kapteyn series

F+ =

∞∑
n=1

J2
n(nb)

n
, (2.24)

and

F− =

∞∑
n=1

(−1)n
J2
n(nb)

n
, (2.25)

that are respectively

F+ = − 1

π2

∫ π
2

0

dφ

∫ π
2

0

dθ ln

[
sin2(θ − b cosφ sin θ) sin2(θ + b cosφ sin θ)

sin4 θ

]
(2.26)

and

F− = − 1

π2

∫ π
2

0

dφ

∫ π
2

0

dθ ln

[
sin2(θ − b cosφ cos θ) sin2(θ + b cosφ cos θ)

sin4 θ

]
.

(2.27)

In the next chapter a more systematic approach that allows to face the prob-
lem of finding an integral representation of a class of Kapteyn series, is il-
lustrated. Considering them as particular cases, we are going to examine the
Kapteyn series of the solution of the Kepler problem and those in eqs. (2.24)
and (2.25).
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Integral representation of a class of Kapteyn
series

In this chapter an approach that allows to obtain an integral representation of
a class of Kapteyn series is presented. This approach is based on the property
of uniform convergence of the considered series and on the rapresentation of
the Bessel function by an integral form. This class of series permits not only
to consider Kapteyn series occurring in several useful application but also the
solution of the Kepler problem.

3.1 Uniform convergent series

In this section we are going to discuss the definition and some concepts of
uniform convergent series that will be useful later on (see [56] for a more
comprehensive treatment).
Let consider the series

∞∑
n=1

un(z) (3.1)

and let

Sn(z) =

n∑
i=1

ui(z); (3.2)

given ε > 0, the series converges if n exists such that for each p > 0

|Sn+p(z)− Sn(z)| < ε; (3.3)

and if in addition the value of n is independent from z the series is uniformly
convergent [56].

Among the criteria of uniform convergence there is the Hardy’s test: the series
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∞∑
n=1

an(z)fn(z) (3.4)

converges uniformly if

∣∣∣∣ p∑
n=1

an(z)

∣∣∣∣ ≤ k where an(z) is real, k is limited and

independent from p and z, and if fn(z) ≥ fn+1(z) and fn(z) → 0 uniformly
if n→∞.
A property of uniformly convergent series regards the possibility of changing
the order of the operators of integration and summation. To be more precise,
if the series in eq. (3.1) converges uniformly in the interval (a, b) and let
x ∈ (a, b), the following relationship holds:

∞∑
n=1

x∫
a

un(z)dz =

x∫
a

∞∑
n=1

un(z)dz. (3.5)

3.2 Considered class of Kapteyn series

The considered class of Kapteyn series is the following one

γ(a, b, c, d, g, s, ε, ν, φ) =

∞∑
n=1

an

(dn+ b)
s Jgn+ν [(gn+ ν) ε] sin (2πnc+ φ) .

(3.6)
As regards the Bessel function of the first kind Jn(z) it is considered the
integral representation in eq. (1.24) that allows to rearrange the series in (3.6)
as

γ =
1

π

∞∑
n=1

∫ π

0

an

(dn+ b)
s cos [(gn+ ν) (θ − ε sin(θ))] sin (2πnc+ φ) dθ (3.7)

where the dependence of γ on parameters is omitted for ease of notation.
Eq. (3.7) can be rewritten as

γ =
1

π

∫ π

0

∞∑
n=1

an

(dn+ b)
s cos [(gn+ ν) (θ − ε sin(θ))] sin (2πnc+ φ) dθ (3.8)

since the series on the right is uniformly convergent.

Lemma 3.1. The series

γ̃ =

∞∑
n=1

an

(n+ b)
s cos [(gn+ ν) (θ − ε sin(θ))] sin (2πnc+ φ) (3.9)
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is uniformly convergent for s integer, s ≥ 1, |a| ≤ 1, b ≥ 0 and

2δ ≤ 2πc− gθ + εg sin(θ) ≤ 2π − 2δ, (3.10)

2δ ≤ 2πc+ gθ − εg sin(θ) ≤ 2π − 2δ. (3.11)

where δ is an arbitrary small positive constant.

Proof. The proof follows by using the Hardy’s test. Eq. (3.9) can be rewritten
by algebraic manipulations as

γ̃ = σ1 + σ2 (3.12)

with

σi =

∞∑
n=1

an

(n+ b)
s sin [nαi + βi] i = 1, 2 (3.13)

where
α1 = 2cπ − gθ + εg sin(θ) β1 = φ− θν + εν sin(θ), (3.14)

and
α2 = 2cπ + gθ − εg sin(θ) β2 = φ+ θν − εν sin(θ). (3.15)

By considering fn(z) = an

(n+b)s , the conditions on fn(z) function hold if

|a| ≤ 1 and b ≥ 0 with s integer, s ≥ 1. Taking into account the following
equality [121]

p∑
ξ=1

sin(x+ ξy) = sin

(
x+

p+ 1

2
y

)
sin
(py

2

)
cosec

(y
2

)
. (3.16)

it is straightforward to obtain∣∣∣∣∣
p∑

n=1

sin [nαi + βi]

∣∣∣∣∣ ≤ ∣∣∣cosec(αi2 )∣∣∣ ≤ |cosec (δ)| , i = 1, 2 (3.17)

from which the proof follows.

The following theorem gives an integral representation for the series in eq.
(3.8).

Theorem 3.2. Let γG(θ) be the function defined as

γG(θ) = 
a

4ds

{
−e[α1(θ)+β1(θ)]Φ

[
aeα1(θ), s,

b

d
+ 1

]
+

+ e−[α1(θ)+β1(θ)]Φ

[
ae−α1(θ), s,

b

d
+ 1

]
+

− e[α2(θ)+β2(θ)]Φ

[
aeα2(θ), s,

b

d
+ 1

]
+

+ e−[α2(θ)+β2(θ)]Φ

[
ae−α2(θ), s,

b

d
+ 1

]}
(3.18)
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where
α1(θ) = 2cπ − gθ + εg sin(θ),
α2(θ) = 2cπ + gθ − εg sin(θ),
β1(θ) = φ− θν + εν sin(θ),
β2(θ) = φ+ θν − εν sin(θ),

(3.19)

and Φ [·, ·, ·] is the Lerch transcendent zeta function [57] defined as

Φ(z, t, h) =

∞∑
n=0

zn

(n+ h)t
(3.20)

and  is the imaginary unit.
The series in eq. (3.8) is equivalent to the following integral form

γ =
1

π

∫ π

0

γG(θ)dθ (3.21)

for Re
[
b
d + 1

]
> 0 and one of the following conditions satisfied:

• |a| ≤ 1, aeαi(θ)
∣∣
i=1,2

6= 1, Re[s] > 0,

• aeα1(θ) = 1, Re[s] > 1 or aeα2(θ) = 1, Re[s] > 1.

Proof. By applying the Euler’s formula and by standard algebraic manipula-
tions eq. (3.8) can be rewritten as

γ =
1

4πds


∫ π

0

∞∑
n=1

an(
n+ b

d

)s {e−[nα1(θ)+β1(θ)] − e[nα1(θ)+β1(θ)]+

+e−[nα2(θ)+β2(θ)] − e[nα2(θ)+β2(θ)]
}
dθ. (3.22)

Taking into account eq. (3.22), the proof follows by the definition of the tran-
scendental Lerch function in (3.20) and by the following relationship

∞∑
n=1

zn

(n+ h)t
= zΦ(z, t, h+ 1). (3.23)

Hypotheses on parameters s, b, d, a and ε are related to the following conditions
that assure Φ(z, t, h) to be analytic, i.e: Re[h] > 0 and either |z| ≤ 1, z 6= 1,
Re[t] > 0 or z = 1, Re[t] > 1 [57].

Remark 3.3. Note that if s = 1 and there is a value of θ ∈ (0, π) such as
aeα1(θ) = 1 or aeα2(θ) = 1 then the function γG(θ) has a singular point in θ.
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3.3 Relationship between the transcendental Lerch
function Φ(z, t, h) and other functions

The following properties will allow to simplify the obtained integral repre-
sentation in particular cases of applications that are going to be considered
in the next chapters. In eq. (3.25) we can notice the connection between the
function Φ(z, t, h) and the Jonquiére function Lis(x) [58], commonly called
the polylogarithm function, defined in eq. (1.52)

Lis(z) = zΦ(z, s, 1). (3.24)

Furthermore, there is a relationship with the Bernoulli polynomials Bs(z) [57]
defined as

Bn(x) =

n∑
m=0

1

m+ 1

m∑
k=0

(−1)k
(
m

k

)
(x+ k)n. (3.25)

through the following eq.

Lis(e
2πz) + (−1)sLis(e

−2πz) = − (2π)s

s!
Bs(z) (3.26)

that holds for s = 0, 1, ... and for 0 ≤ Re[z] < 1 if Im[z] ≥ 0 or 0 < Re[z] ≤ 1
if Im[z] < 0.
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Kepler’s problem

In this chapter the approach described in the third chapter is used to ob-
tain an integral representation of the solution of the Kepler problem and of
the Kapteyn series related to the problem itself. The properties of the inte-
grand are also analyzed and these properties allow to solve the problem via a
bisection algorithm.

4.1 Introduction

Not so many time ago, it has been marked the 400th anniversary of the publi-
cation ’Astronomia Nova’ [37] by Keplero. As mentioned in the second chap-
ter the Kepler problem consists in solving eq. (2.2) in respect of the eccentric
anomaly E given the mean anomaly M and the eccentricity of the elliptic
orbit ε.
Kepler described the problem with these words [37]
At data anomalia media, nulla Geometrica methodus est, perveniendi ad coae-
quatam, videlicet ad anomaliam eccentri. Nam anomalia media est composita
ex duabus areae partibus, sectore et triangulo: quorum ille quidem numeratur
ab arcu eccentri; hoc, ab eius arcus sinu, in valorem trianguli maximi mul-
tiplicato resectis ultimis. At proportiones inter arcus et eorum sinus infini-
tae sunt numero. Itaque summa utriusque proposita, dici non potest, quantus
sit arcus, quantus eius sinus, respondens huic summae; nisi prius explore-
mus, dato arcu, quanta evadat area: hoc est, nisi tabulas contruxeris, et ex
iis postea operaris. Haec est mea sententia. Quae quo minus habere videbitur
Geometricae pulchritudinis, hoc magis adhortor Geometras, uti mihi solvant
hoc problema: Data area partis semicirculi, datoque puncto diametri, invenire
arcum, angulum ad illud punctum, cuius anguli cruribus, et quo arcu, data
area comprehenditur. Vel: Aream semicirculi ex quocunque puncto diametri
in data ratione secare. Mihi sufficit credere, solvi a priori non posse, propter
arcus et sinus ετερoγένειαν. Erranti mihi, quicunque viam monstraverit, is
erit mihi magnus Apollonius.
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This means: ”But given the mean anomaly there is not any geometric method
to determine the eccentric one. In fact the mean anomaly is composed by
two parts of area, a sector and a triangle: the former is measured from the
eccentric arc; the latter by multiplying the sine of that arc and the area of the
maximum triangle, and subtracting this to the sector. Infinite numbers are
the proportions possible between sines and arcs. For this reason, given their
sum, it is not possible to establish the value of the arc and that of the sine
corresponding to the sum itself, unless we have already examined the increase
of the area: in other words, unless you have made tables so to work with
them. This is my opinion, and although it does not seem a geometric problem
particularly attractive, now more than ever, I interrogate the geometrians so
that they can give me the solution of this problem: Given the area of a part of
the half circle and given a point of the diameter, you should find the arc and
the angle having a vertex in that point so that the arc and the sides of the
angle include the given area. To be more precise: you should divide the area of
the half circle in a assigned ratio from a point of the diameter. According to
me, it is sufficient to believe a priori that is not possible to solve the problem,
because the arc and the sine are heterogeneous. I am wandering aimlessly, but
if somebody shows me the way, he will be for me a New Apolonio.”.

Fig. 4.1. Graphical representation of orbital elements.
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The basic physical meaning of the Kepler equation is explained in fig. 4.1, in
which an ellipse with eccentricity ε is shown, that is, the orbit of a body moving
around the stationary gravitating center placed in the focus of the ellipse S.
The center and the pericenter of the ellipse are marked with letters C and
A, respectively. Moreover, a circle is constructed with its center coinciding in
point C and radius equal to the major semiaxis of the ellipse. At the same
time, let the position of the rotating body be determined by point P . From
P , a perpendicular is marked to the major axis of the ellipse and foot of the
perpendicular is marked with letter R. This perpendicular is extended until
it intersects with the circle at point Q. Then, the angle ∠ACQ is just the
eccentric anomaly E. Suppose the planet P , having passed through perihelion
A, is at position P after elapsed time t, it is possible to express the polar
coordinates of P , (r, v), relative to the sun in terms of t, where r and v are
the vector radius and the true anomaly respectively. Keplers equation relates
E to time t by means of a quantity

M =
2πt

T
, (4.1)

where T is the time required for the planet to complete one trip in its orbit
around the sun. The quantity M represents the average angular speed of the
radius vector SP . Classical formulas to find r and v are

r = a (1− ε cos(E)) , (4.2)

and

tan
(v

2

)
=

√
1 + ε

1− ε
tan

(
E

2

)
. (4.3)

Therefore, if t and M are known, it is possible to solve the Kepler equation
for E and to determine position (r, v) at time t using eq. (4.2) and (4.3).
The search of a solution of this equations has been a long time open problem,
in [125] it is well reported the history of this research. It is worth noting that
many proposed solutions, starting from the early solution given by Lagrange
in 1770 (that Laplace demonstrated be correct only for 0 < ε < 0.6627)

E = M +

∞∑
n=1

an(M)en (4.4)

where

an(M) =
1

n!

dn−1

dMn−1
[sinn(M)] , (4.5)

are an application to Kepler’s equation of more general techniques.
As said in the second chapter, a solution is given in terms of Kapteyn series
(2.2). This solution was given by Kapteyn himself in his memoir in 1893 [30]
where he studied the possibility to express function by series of the form
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f(x) =

∞∑
n=0

an(f)Jn(nx), (4.6)

Taking into account g(M) = E and expressing the quantity g(M) −M in
Fourier series

g(M)−M = ε sin(E) =

∞∑
n=1

An sin(nM), (4.7)

where

An =
2

π

∫ π

0

[g(M)−M ] sin(nM)dM

= − 2

nπ

∫ π

0

[g(M)−M ] d (cos(nM))

= − 2

nπ
{[g(M)−M ] cos(nM)}π0 +

+
2

nπ

∫ π

0

cos(nM)
[
g
′
(M)− 1

]
dM (4.8)

=
2

nπ

∫ π

0

cos(nM)g
′
(M)dM

=
2

nπ

∫ π

0

cos(nM)d(g(M)).

being M = E − ε sin(E) = g(M)− ε sin(g(M)), it follows

An =
2

nπ

∫ 2π

0

cos [ng(M)− nε sin(g(M))] d(g(M))

=
2

n

{
1

π

∫ π

0

cos (nE − nε sin(E))

}
(4.9)

=
2

n
Jn(nε). (4.10)

that allows to obtain the solution in terms of Kapteyn series in eq. (2.2).
Moreover, in literature there are several numerical methods attempting to
solve the Kepler equation, and they can be divided into three categories: itera-
tive methods [59, 60, 61, 62], discretization methods [63, 64] and approximation-
based methods [65, 66, 67, 68, 69, 70, 71]. This equation has been also managed
by an analytic point of view, not only by the integral representations analyzed
in the previous chapter but also through the Lambert hyperfunction [72].
Some properties of Kepler’s equation

• M(E) = E − ε sin(E) (0 < ε < 1) is a monotonic function; the Kepler
equation admits a unique solution;
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• E −M is a 2π periodic function in E and then in M ;
• E(M) is an odd function and for this it is possible to consider only the

case 0 < M < π [35], M = 0 and M = π are both trivial cases and give
E = 0 e E = π respectively.

4.2 Proposed solution

The following series

∞∑
n=1

2

n
Jn(nε) sin(nM) (4.11)

that is involved in the solution of the Kepler problem in terms of Kapteyn
series in eq. (2.2) is the particular case of the class of Kapteyn series
considered in the third chapter in eq. (2.2). More precisely it is the case
γ(1, 0, M2π , 1, 1, 1, ε, 0, 0). Therefore, by using the integral representation in eq.
(3.21), the definition of the polylogarithm in eq. (1.52) and his connection
with the transcendental Lerch function in eq. (3.24), it is possible to obtain
the following integral representation of the solution of the Kepler problem

E = M +


2π

∫ π

0

{
ln[1− e[θ−ε sin(θ)+M ]]− ln[1− e−[θ−ε sin(θ)+M ]]+

+ ln[1− e−[θ−ε sin(θ)−M ]]− ln[1− e[θ−ε sin(θ)−M ]]
}
dθ(4.12)

where the relationship

Li1(x) = − ln(1− x) (4.13)

has been considered where ln(x) represents the natural logarithm of x.
Taking into account the fact that the logarithm of a complex number can be
expressed as

ln(z) = ln |z|+  arg(z) (4.14)

eq. (4.12) can be rewritten as

E = M +
1

π

∫ π

0

{
arctan

[
tan

(
π −M + θ − ε sin(θ)

2

)]
+

+ arctan

[
tan

(
π −M − θ + ε sin(θ)

2

)]}
dθ. (4.15)

Noting that
π −M − θ + ε sin(θ)

2
∈
(
−π

2
,
π

2

)
, (4.16)
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eq. (4.15) becomes

E =
ε

π
+

1

4
(2M+π)+

1

π

∫ π

0

arctan

[
tan

(
π −M + θ − ε sin(θ)

2

)]
dθ. (4.17)

Further simplifications of this expression are not possible, because

π −M + θ − ε sin(θ)

2
∈ (0, π) (4.18)

and so it is not possible to use the well known relationship [121] between the
inverse and the direct trigonometric function

arctan[tan(x)] = x− nπ, nx− π

2
< x < nπ +

π

2
, (4.19)

because the range of x change with θ.

4.3 Properties of the integrand

In this section the properties of the integrand of the solution of Kepler problem
in eq. (4.15)

f (M, ε, θ) = arctan {tan [α1 (M, ε, θ)]}+

+ arctan {tan [α2 (M, ε, θ)]} , θ ∈ [0, π] (4.20)

are analyzed, where:

α1 (M, ε, θ) =
1

2
[π −M + θ − ε sin(θ)] , (4.21)

and

α2 (M, ε, θ) =
1

2
[π −M − θ + ε sin(θ)] . (4.22)

Given M ∈ (0, π), ε ∈ (0, 1] and θ ∈ [0, π], it is easy to show that

α1 (M, ε, θ) ∈ (0, π), (4.23)

and
α2 (M, ε, θ) ∈

(
−π

2
,
π

2

)
. (4.24)

Moreover:
df (M, ε, θ)

dθ
= 0, ∀θ, (4.25)

and

M ∈ (0, π)⇒
{
f (M, ε, 0) = π −M > 0,
f (M, ε, π) = −M < 0.

(4.26)
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Considering eq. (4.25) and (4.26) it is possible to state that f (M, ε, π) is
a piecewise constant function having at least a discontinuity for θ ∈ [0, π].
Furthermore, taking into account that arctan[tan(x)] has no discontinuity in
(−π/2, π/2) and admits a unique discontinuity in x = π/2 in the range (0, π),
the function f (M, ε, π) has a unique point of discontinuity in θ = θ̄ such that

α1

(
M, ε, θ̄

)
− π

2
= 0. (4.27)

From eq. (4.21), the condition in eq. (4.27) becomes:

M = θ̄ − ε sin
(
θ̄
)
. (4.28)

Therefore, considering the generic triplet (M, ε,E) that satisfies Kepler’s equa-
tion and eq. (4.28) it is possible to write the following equation:

E − θ̄ = ε
[
sin (E)− sin

(
θ̄
)]
, (4.29)

from which, it follows that the unique point of discontinuity of the function
f (M, ε, θ) coincides with the solution of the Kepler equation θ̄ = E. Note
that it is possible to reach the same consideration through Remark 3.3 in the
previous chapter.
In fig. 4.2 the trend of the integrand respect to θ has been shown.

Fig. 4.2. Integrand in eq. (4.15)

The properties of the integrand permit to obtain a numeric solution through
a bisection algorithm.
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4.4 Integral representations of Kapteyn series related to
Kepler’s problem

Following the same approach used in the third chapter it is possible to ob-
tain the integral representations of the Kapteyn series related to the Kepler
equation, that are:

cos(E) = −1

2
ε+

1

π

∫ π

0

sin(θ)
{

arctan
[
tan
(π −M − θ + ε sin(θ)

2

)]
+

− arctan
[
tan
(π −M + θ − ε sin(θ)

2

)]}
dθ.(4.30)

and

cos(mE) = −m
π

∫ π

0

sin(mθ)
{

arctan
[
tan
(π −M + θ − ε sin(θ)

2

)]
+

− arctan
[
tan
(π −M − θ + ε sin(θ)

2

)]}
dθ(4.31)

and

sin(mE) =
m

π

∫ π

0

cos(mθ)
{

arctan
[
tan
(π −M + θ − ε sin(θ)

2

)]
+

+ arctan
[
tan
(π −M − θ + ε sin(θ)

2

)]}
dθ.(4.32)

4.5 Numerical aspects

In this section, by using the software Mathematica 6 [131] two numerical
experiments on the Kepler problem have been conducted.

4.5.1 Numerical example 1

Eq. (4.30) and (2.4) are equivalent but they are very different from a compu-
tational point of view.
In this example it has been chosen a ”true” triplet Ev = 5π

13 , εv = 1 e
Mv = 5π

13 − sin
(

5π
13

)
and an estimation of quantity cos(E)s has been evaluated

considering both the Kapteyn series truncated at N terms and the integral
representation (evaluated with machine precision and 32 digits precision). For

both of them the relative error cos(E)s
cos(Ev) − 1 has been considered.

In the following tables the results of the experiments have been reported.
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N Relative error

100 2.9000− 3
200 1.2000− 3
300 2.0000− 4
400 2.0000− 4
500 3.0000− 4
600 1.0000− 4
700 3.1565− 5
800 1.1228− 4
900 8.7421− 5
1000 8.5207− 6
2000 1.9702− 6
3000 6.0981− 7
4000 1.2966− 7
5000 8.2830− 8

Table 4.1. Obtained results by eq. (2.4).

Precision Relative errors

Machine precision 3.2118− 5
32 digits 1.4215− 22

Table 4.2. Obtained results by eq. (4.30).

4.5.2 Numerical example 2

In Table 4.3, for each specified subinterval of M and ε, have been reported the
maximum and the mean values on 104 random trials of the absolute errors
between the estimated value of E, computed by 54 steps of bisection, and the
true one. The value of 54 steps of bisection has been chosen, according to [?],
in order to obtain a tolerance of 2−53 not considering the effect of rounding
errors.
It is worth noting that the max errors occur in the boundary values of pa-
rameters. Indeed, as far as the maximum error is concerned, it is achieved in
the sub-region M ∈

(
9π
5 , 2π

)
∧ ε ∈ (0.9, 1),while the maximum values of the

mean errors are achieved in the sub-regions I1 = M ∈
(

9π
5 , 2π

)
∧ ε ∈ (0.9, 1)

and I2 = M ∈
(
0, π5

)
∧ ε ∈ (0.9, 1).
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Spectral analysis of a class of DC-AC PWM
inverters.

In this chapter an application of the Kapteyn series on the PWM modulation
technique for single-phase bipolar switching inverters with a modulating signal
that is a sinusoid of period multiple of the period of the triangular carrier,
has been shown [51].
This is the most common PMW inverter, due to the fact that it improves the
harmonic contents of the output waveform [88].
Particularly, it is shown how it is possible to analyze the outcoming signal
spectrum of this technique through an isomorphism between the equation
concerning the PWM switching instants and the Kepler equation.
The solution of the Kepler problem allows to obtain the switching instants, not
only in form of Kapteyn series but also in integral form and closed expressions
of THD (total harmonic distortion) and WTHD (weighted total harmonic
distortion).

5.1 Introduction

The PWM (pulse-width modulation) has been and continues to be object of
research, because it is a useful tool in a large application field [81], such as:

• the conversion of digital signals into analogical ones [82];
• the transmission of analogical signals through optical fibres [83];
• fluids control [84];
• the design of efficient power amplifiers [85];
• the robust closed-loop control of isometric muscle force [86];
• the converter switching instants control [87];
• the active filter planning [101];
• the nipple reduction of the incoming current in the inverter [102].

Although many works presented and recognized by the scientific community,
have contributed to improve the classic approach performances, at the present
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the aim is to reduce the harmonic distortion and to increase of the output mag-
nitudes for a given switching frequency [88, 89, 90, 91, 94, 95, 96].
It is knowledge that the inverter performances, whichever switching strategy
is, are linked to the harmonic contents of the outcoming signal. For this rea-
son, it is important to conduct an in-depth study on the contents of this wave
form and on its variation in reference to the variation of the operative param-
eters, such as the modulation index, or better the ratio between the amplitude
of the modulating signal and of the carrier.
Although it is possible to run simulations which permit to evaluate the har-
monic contents of the outcoming wave form, a theoretic solution is required.
In [97] a new approach, which provides an analytic expression for the signal
of PWM spectrum with natural or uniform sampling, in the case of single-
edge or double-edge modulations, has been introduced. In the particular case
of sinusoidal modulation, the results of this approach are the same to those
obtained in the past, using the double Fourier series method [88].
The spectral analysis based on double Fourier series method, commonly used
in the telecommunication system [100], is however mathematically complex
[51], and therefore an alternative method may be important and it can pro-
vide further information on the harmonic contents of the outcoming signal.
In an ideal device, the output signal is perfectly sinusoidal, while actually we
have a periodic signal with not null harmonics of superior orders.
To quantify the distortion caused by the unsought harmonics, it is necessary
to introduce some performance indices, which measure the harmonic distor-
tions. The total harmonic distortion (THD) is an important element, used for
this aim. In literature it is possible to find several definition to it. According
to the standard one [93] the harmonic contents of the signal is related to the
fundamental, as the following expression shows:

THD =

√√√√√ ∞∑
j=2

(a2
j + b2j )

a2
1 + b21

, (5.1)

where aj e bj , j = 1, 2, ... are the coefficients of the Fourier series of the given
signal.
In order to calculate this index, it is necessary to determine the spectrum of
the given signal, but it is not so easy because of the nonlinearity involved in
the system [97]. Furthermore, the TDH definition in eq (5.1) also means the
sum of an infinite number of terms, but in the practical applications only a
number of finished terms can be calculated. This one is commonly j ≤ 25,
however with an error of approximation [98]. In [99] it is shown how the num-
ber of the considered harmonics can influence the THD result.
In [88] it is underlined how THD cannot sometimes be a good index in consid-
ering a strategy better than the other one. Indeed it is shown that this index
depends only on the RMS and on its fundamental and therefore it cannot
distinguish two wave forms having the same fundamentals and RMS.
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However THD is still an useful index for sizing filter requirements at the input
side converter, since voltage distortion is an important criterion for specifying
a clean voltage waveform [88].
An other important element is the index of the weight harmonic distortion
(WTHD) [88], defined as

WTHD =

√√√√√ ∞∑
j=2

(a2j+b
2
j )

j2

(a2
1 + b21)

, (5.2)

where the lower frequencies are weighted more heavily.

5.2 DC-AC Conversion

In the classic DC-AC conversion problem, the perfect case would be that in
which we would obtain a sinusoidal signal with the desired frequency and
amplitude. In the logical inverter DC-AC scheme in fig. 5.1, in order to obtain
the desired signal, a sinusoidal control signal m(t) at the desired frequency
is compared with a carrier waveform c(t). In the inverter, the switches are
controlled by referring to the comparison of m(t) and c(t) and an ONOFF
logic is implemented in the switches controller block.

Fig. 5.1. Logical inverter DC-AC scheme

As already said, let us consider a triangular carrier with amplitude Ec and
period Tc, defined as
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c(t) =

 Ec

(
4
Tc
t− 4q − 1

)
, qTc ≤ t ≤ qTc + Tc

2 ,

−Ec
(

4
Tc
t− 4q − 3

)
, qTc + Tc

2 < t < (q + 1)Tc,
(5.3)

and a sinusoidal modulating signal with amplitude Em,angular frequency ωr =
2π
kTc

(k > 1 integer) and phase φ, defined as

m(t) = Em sin

(
2π

kTc
t+ φ

)
. (5.4)

The inverter outcoming signal u(t) is

u(t) =

{
Vdc, m(t) ≥ c(t),
−Vdc, m(t) < c(t),

(5.5)

where 2Vdc is the value of the dc supply voltage. Eq. (5.5) can be rewritten as

u(t) =

{
Vdc, qTc ≤ t ≤ τ1q or τ2q ≤ t < (q + 1)Tc,
−Vdc, τ1q < t < τ2q.

(5.6)

with q = 0, 1, ..., k − 1.
τ1q e τ2q are the switching instants uniquely determined by a logical compar-
ison between the sinusoidal modulating signal m(t) and the triangular carrier
c(t) as shown in fig. 5.2.
Taking into account a natural sampling logic, the switching instants τ1q e τ2q
are determined by the following equations:

Em sin

(
2π

kTc
τ1q + φ

)
= Ec

(
4

Tc
τ1q − 4q − 1

)
(5.7)

and

Em sin

(
2π

kTc
τ2q + φ

)
= −Ec

(
4

Tc
τ2q − 4q − 3

)
. (5.8)

With the classic approach based on double Fourier series it is not possible to
determine in an analytic way the switching instants [104]. On the contrary,
thanks to an interesting relation with the Kepler problem, it is possible to
express the switching instants through Kapeyn series.
Defining the following quantities

εi = (−1)i+1 π

2k

Em
Ec

, i = 1, 2, (5.9)

and

Eiq =
2π

kTc
τiq + φ, i = 1, 2, (5.10)

and

Miq =
π

2k
(4q + 2i− 1) + φ, i = 1, 2 (5.11)
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Fig. 5.2. m(t), c(t) and u(t) in the q-th period of the carrier.

it is possible to rewrite the equations (5.7) and (5.8) as follows

Eiq − εi sin(Eiq) = Miq, i = 1, 2, ... (5.12)

For this reason, the isomorphism with the Kepler problem, described in the
second chapter can be useful to determine the switching instants τ1q in terms
of Kapteyn series

τ1q = Tc
4 (4q + 1)+

+kTc
π

∞∑
n=1

1
nJn

(
nπEm
2kEc

)
sin
[
nπ
2k (4q + 1) + nφ

]
,

(5.13)

and similarly, using the Bessel function property in eq.(1.40), τ2q

τ2q = Tc
4 (4q + 3)+

+kTc
π

∞∑
n=1

(−1)n

n Jn

(
nπEm
2kEc

)
sin
[
nπ
2k (4q + 3) + nφ

]
.

(5.14)
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In the following lemmas and theorems, some properties concerning the switch-
ing instants have been provided.

Lemma 5.1.

l11 =
k−1∑
q=0

sin
[
nπ
2k (4q + 1) + nφ

]
={

k sin
[
m
(
kφ+ π

2

)]
, n = mk, m, n ∈ Z,

0, elsewhere

(5.15)

l21 =
k−1∑
q=0

sin
[
nπ
2k (4q + 3) + nφ

]
={

(−1)mk sin
[
m
(
kφ+ π

2

)]
, n = mk, m, n ∈ Z,

0, elsewhere,

(5.16)

Proof. Eq. (5.15) can be rewritten as:

l11 =

cos
[
n
( π

2k
+ φ

)] k−1∑
q=0

sin

(
n

2π

k
q

)
+

+ sin
[
n
( π

2k
+ φ

)] k−1∑
q=0

cos

(
n

2π

k
q

)
. (5.17)

Taking into consideration that [121]:

k−1∑
q=0

sin

(
n

2π

k
q

)
= sin

(
k − 1

k
nπ

)
sin(nπ)

sin
(
nπ
k

) (5.18)

and
k−1∑
q=0

cos

(
n

2π

k
q

)
= cos

(
k − 1

k
nπ

)
sin(nπ)

sin
(
nπ
k

) (5.19)

it follows that n must be equal to mk with m ∈ N, then

k−1∑
q=0

sin

(
n

2π

k
q

)
= 0, (5.20)

e
k−1∑
q=0

cos

(
n

2π

k
q

)
= k, (5.21)

from which the proof follows.
With similar technicalities, the proof of l21 can be approached.
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Lemma 5.2.

l12 =

k−1∑
q=0

{
sin

[
2π

k
(q + 1)j

]
− sin

[
2π

k
qj

]}
= 0, j ∈ Z, (5.22)

l22 =

k−1∑
q=0

{
cos

[
2π

k
qj

]
− cos

[
2π

k
(q + 1)j

]}
= 0, j ∈ Z. (5.23)

Proof. Through the prostaferesis formula

l21 = 2 sin

(
jπ

k

) k−1∑
q=0

cos

[
(2q + 1)jπ

k

]
. (5.24)

Taking into account [121]

k−1∑
q=0

cos

[
(2q + 1)jπ

k

]
= cos(jπ)

sin(jπ)

sin
(
jπ
k

) , (5.25)

the proof follows and similarly for l22.

Theorem 5.3.
k−1∑
q=0

(τ2q − τ1q) =
1

2
kTc, k odd. (5.26)

Proof. Considering Lemma 5.1, the sum on q = 0, ..k − 1 of τ1q and τ2q can
be rewritten as

k−1∑
q=0

τ1q = Tc
4 k(2k − 1)+

+kTc
π

∞∑
m=1

1
mJkm

(
mπEm

2Ec

)
sin
[
m
(
kφ+ π

2

)] (5.27)

and

k−1∑
q=0

τ2q = Tc
4 k(2k + 1)+

+kTc
π

∞∑
m=1

(−1)m(k+1)

m Jkm

(
mπEm

2Ec

)
sin
[
m
(
kφ+ π

2

)]
.

(5.28)

From which

k−1∑
q=0

(τ2q − τ1q) = 1
2kTc+

+kTc
π

∞∑
m=1

Jkm(mπEm2Ec
)

m sin
[
m
(
kφ+ π

2

)] [
(−1)m(k+1) − 1

]
,

(5.29)
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and for k odd the term
[
(−1)m(k+1) − 1

]
é is null and for this reason the

theorem is demonstrated.

This approach may be used in all class of PWM inverters in which the switch-
ing instants are determined by an intersection between the sinusoidal modu-
lating signal and a triangular or sawtooth carrier.

5.3 Spectrum of the output signal by Fourier series and
explicit expression of the THD

The output signal u(t) can be expressed through a double Fourier series [88]
as follows:

u(t) =
VdcEm
Ec

sin

(
2π

kTc
t+ φ+

π

2k

)
+

+
4Vdc
π

∞∑
r=1

1

r

{
+∞∑

n=−∞
Z

(
n, r,

Em
Ec

)
×

× sin

[(
2π

Tc
r +

2π

kTc
n

)
t+ q

(
φ+

π

2k

)]}
(5.30)

where

Z

(
n, r,

Em
Ec

)
=

{
0, r + n even

Jn

(
rπEm
2Ec

)
, r + n odd,

(5.31)

Eq. (5.30) is made up of two terms: the first one is the fundamental of am-
plitude directly proportional to the modulation index Em/Ec; the second one
is made up of the harmonics, which are odd multiple of the carrier frequency
(for n = 0) and of the harmonics in the lateral band for every multiple of
carrier frequency for the other values of n.
The amplitude of the i-th odd harmonic Ai, can be expressed as [88]:

Ai =

∣∣∣∣∣∣VdcEmEc
δi,1 +

4Vdc
π

∞∑
p=1

Jpk+i

(
pπEm
2Ec

)
ejpφ̄

p
+

− 4Vdc
π

∞∑
p=1

Jpk−i

(
pπEm
2Ec

)
e−jpφ̄

p

∣∣∣∣∣∣ , (5.32)

where φ̄ = kφ+ π
2 And δx,y is the Kronecker delta function, defined as:
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δx,y :=

{
1 x = y
0 altrimenti

. (5.33)

An alternative way to express the harmonic contents of the signal can be that
of considering this isomorphism with the Kepler problem; in this case u(t)
signal can be expressed in Fourier series as:

u(t) = a0 +

∞∑
j=1

[
aj cos

(
2π

kTc
jt

)
+ bj sin

(
2π

kTc
jt

)]
, (5.34)

where

a0 =
2Vdc
kTc

k−1∑
q=0

(
τ1q − τ2q +

Tc
2

)
, (5.35)

and

aj =
Vdc
jπ

k−1∑
q=0

{
2 sin

[
2π

kTc
jτ1q

]
− 2 sin

[
2π

kTc
jτ2q

]
+

+ sin

[
2π

k
(q + 1)j

]
− sin

[
2π

k
qj

]}
, (5.36)

and

bj =
Vdc
jπ

k−1∑
q=0

{
2 cos

[
2π

kTc
jτ2q

]
− 2 cos

[
2π

kTc
jτ1q

]
+

+ cos

[
2π

k
qj

]
− cos

[
2π

k
(q + 1)j

]}
. (5.37)

Remark 5.4. Considering theorem 5.3, it is evident that a0 is equal to zero for
k odd. So, as known, in DC-AC convertion, the ratio between the modulating
period and that of the carrier must be odd so that to obtain a null mean
value.

Taking into consideration lemma 5.2, eqs. (5.36) and (5.37) can be rewritten
as

aj =
2Vdc
jπ

k−1∑
q=0

{
sin

[
2π

kTc
jτ1q

]
− sin

[
2π

kTc
jτ2q

]}
, (5.38)

and

bj =
2Vdc
jπ

k−1∑
q=0

{
cos

[
2π

kTc
jτ2q

]
− cos

[
2π

kTc
jτ1q

]}
. (5.39)
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Adding up and subtracting jφ in the trigonometrical function in eqs. (5.44)
and (5.47) it follows that

aj =
2Vdc
jπ

{
cos (jφ)

k−1∑
q=0

[sin (jE1q)− sin (jE2q)] +

− sin (jφ)

k−1∑
q=0

[cos (jE1q)− cos (jE2q)]

}
, (5.40)

and

bj =
2Vdc
jπ

{
cos (jφ)

k−1∑
q=0

[cos (jE1q)− cos (jE2q)] +

+ sin (jφ)

k−1∑
q=0

[sin (jE1q)− sin (jE2q)]

}
. (5.41)

Considering the Kapteyn series connected to Kepler problem eqs. (2.4), (2.5)
and (2.6) it is possible to find analytic expressions of aj and bj . Because
of different formulas for cos(E) (Eq. (2.4)) and for cos(mE) (Eq. (2.5)) it is
necessary to consider harmonics of index j ≥ 2 separately to the fundamental.
Substituting eqs. (2.5) and (2.6) in eq. (5.44) and taking into consideration
eqs. (5.15) and (5.16) and the following ones (whose demonstration are similar
to that of lemma 5.1)

k−1∑
q=0

cos
[
nπ
2k (4q + 1) + nφ

]
={

k cos
[
m
(
kφ+ π

2

)]
, n = mk, m, n ∈ Z,

0, altrimenti

(5.42)

and

k−1∑
q=0

cos
[
nπ
2k (4q + 3) + nφ

]
={

(−1)mk cos
[
m
(
kφ+ π

2

)]
, n = mk, m, n ∈ Z,

0, altrimenti,

(5.43)

it follows that

aj = 2Vdc
π cos(jφ)

∞∑
n=1

αnj sin[n(kφ+π
2 )]

n

[
1− (−1)n(k+1)+j

]
+

− 2Vdc
π sin(jφ)

∞∑
n=1

βnjcos[n(kφ+π
2 )]

n

[
1− (−1)n(k+1)+j

]
,

j = 2, 3, ...

(5.44)



5.3 Spectrum of the output signal by Fourier series and explicit expression of the THD 43

where

αnj = Jkn−j

(
nπEm
2Ec

)
+ Jkn+j

(
nπEm
2Ec

)
(5.45)

and

βnj = Jkn−j

(
nπEm
2Ec

)
− Jkn+j

(
nπEm
2Ec

)
(5.46)

Similarly it is possible to write the expression of bj :

bj = − 2Vdc
π cos(jφ)

∞∑
n=1

βnj cos[n(kφ+π
2 )]

n

[
1− (−1)n(k+1)+j

]
+

− 2Vdc
π sin(jφ)

∞∑
n=1

αnj sin[n(kφ+π
2 )]

n

[
1− (−1)n(k+1)+j

]
,

j = 2, 3, ...

(5.47)

It can be noted that for k odd, the even harmonics are null. Through the
same approach and using Bessel function properties, described by eqs. (1.41)
and (1.42), the following analytic expressions of the coefficient concerning the
fundamental a1 and b1 are given:

a1 = VdcEm
Ec

sin(φ) + 8k
π2

VdcEc
Em

cos(φ)×

×
∞∑
n=1

Jkn(nπEm2Ec
) sin[n(kφ+π

2 )]
n

[
1 + (−1)n(k+1)

]
+

− 2Vdc
π sin(φ)

∞∑
n=1

βn1 cos[n(kφ+π
2 )]

n

[
1 + (−1)n(k+1)

]
,

(5.48)

and

b1 = VdcEm
Ec

cos(φ)− 2Vdc
π cos(φ)×

×
∞∑
n=1

βn1 cos[n(kφ+π
2 )]

n

[
1 + (−1)n(k+1)

]
+

− 8k
π2

VdcEc
Em

sin(φ)×

×
∞∑
n=1

Jkn(nπEm2Ec
) sin[n(kφ+π

2 )]
n

[
1 + (−1)n(k+1)

]
.

(5.49)

The following theorem provides a useful result for an analytic calculation of
THD and WTHD

Theorem 5.5. The sum of the harmonics to the square, weighted by the p-th
power of the harmonic index, Γ (p), with p ∈ N+, can be expressed in term of
Bernoulli polynomial Bn(x) as:
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Γ (p) =
∞∑
j=1

a2j+b
2
j

j2p = (−1)p
22p+3π2pV 2

dc

(2p+2)! ×

×

[
k−1∑
q=0

q−1∑
s=0

(
B2p+2

(
τ1q−τ1s
kTc

)
− 2B2p+2

(
τ1q−τ2s
kTc

)
+B2p+2

(
τ2q−τ2s
kTc

))
+

+
k−1∑
q=0

k−1∑
s=q

(
B2p+2

(
τ1s−τ1q
kTc

)
− 2B2p+2

(
τ2s−τ1q
kTc

)
+B2p+2

(
τ2s−τ2q
kTc

))]
,

p ∈ N+.
(5.50)

Proof. From eqs. (5.44) and (5.47) it is possible to write

Γ (p) =
4V 2

dc

π2

k−1∑
q=0

k−1∑
s=0

∞∑
j=1

cos
[
2πj

τ1q−τ1s
kTc

]
j2p+2

− 2
cos
[
2πj

τ1q−τ2s
kTc

]
j2p+2

+
cos
[
2πj

τ2q−τ2s
kTc

]
j2p+2

 . (5.51)

From representation in Fourier series of Bernoulli polynomial of even order
B2n(x) [2]:

B2n(x) =
(−1)n+12(2n)!

(2π)2n

∞∑
j=1

cos(2jπx)

j2n
, 0 ≤ x ≤ 1, (5.52)

and considering the interval of the variable x, the theorem is demonstrated.

The following corollary of the theorem permits to calculate the THD.

Corollary 5.6. If k is odd and p = 0, it follows that

∞∑
j=1

(a2
j + b2j ) = 2V 2

dc. (5.53)

Proof. For p = 0 from theorem 5.5 it follows that

∞∑
j=1

(a2
j + b2j ) = 4V 2

dc×

×

[
k−1∑
q=0

q−1∑
s=0

(
B2

(
τ1q−τ1s
kTc

)
− 2B2

(
τ1q−τ2s
kTc

)
+B2

(
τ2q−τ2s
kTc

))
+

+
k−1∑
q=0

k−1∑
s=q

(
B2

(
τ1s−τ1q
kTc

)
− 2B2

(
τ2s−τ1q
kTc

)
+B2

(
τ2s−τ2q
kTc

))]
.

(5.54)

Substituting the expression of B2(y) it follows that
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∞∑
j=1

(a2
j + b2j ) =

8V 2
dc

k2T 2
c

k−1∑
q=0

(τ2q − τ1q)

[
kTc −

k−1∑
q=0

(τ2q − τ1q)

]
,

(5.55)

And considering the theorem 5.3, the proof follows.

From the corollary it is in fact possible to obtain the known TDH expression
[88]:

THD =

√
2V 2

dc − (a2
1 + b21)

a2
1 + b21

, (5.56)

and its approximation. Indeed, considering that the amplitude of the funda-
mental is well approximated as [92]√

a2
1 + b21 ≈

VdcEm
Ec

, (5.57)

an easy formula which permits to calculate the TDH is

THD ≈

√
2E2

c − E2
m

E2
m

. (5.58)

In the same way, from theorem 5.5, WTHD can be expressed in a closed form
as

WTHD =

√
Γ (1)− (a2

1 + b21)

a2
1 + b21

. (5.59)

5.4 Integral representation of the switching instants and
of harmonics coefficients

From eqs. (5.13) and (5.14) through the solution in integral form of Kepler’s
problem, already shown in equation (4.15), it is possible to derive the following
expressions connected with the switching instants.

τiq =
kTc
2π

(Miq − φ)+

+
kTc
2π2

∫ π

0

arctan

[
tan

(
π −Miq + θ − εi sin(θ)

2

)]
+

+ arctan

[
tan

(
π −Miq − θ + εi sin(θ)

2

)]
dθ,

i = 1, 2. (5.60)
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Moreover, considering k odd, in order to obtain a null mean value, the result
is, as said before, that the even harmonic coefficients are null and the fol-
lowing ones are the expressions of the odd harmonic coefficients, taking into
consideration for ease of notation the phase φ = 0

a1 =
16kVdcEc
Emπ2

∞∑
n=1

Jkn

(
nπEm
2Ec

)
sin
(
nπ2

)
n

(5.61)

and

b1 =
VdcEm
Ec

−4Vdc
π

∞∑
n=1

{
Jkn−1

(
nπEm
2Ec

)
− Jkn+1

(
nπEm
2Ec

)}
cos
(
nπ2

)
n

. (5.62)

and

aj = 4Vdc
π

∞∑
n=1

4Vdc
π

∞∑
n=1

{
Jkn−j(nπEm2Ec

)+Jkn+j(nπEm2Ec
)
}

sin

(
nπ2

)
n

j = 3, 5, ...

(5.63)

and

bj = 4Vdc
π

∞∑
n=1

4Vdc
π

∞∑
n=1

{
Jkn−j(nπEm2Ec

)−Jkn+j(nπEm2Ec
)
}

cos

(
nπ2

)
n .

j = 3, 5, ...

(5.64)

From these ones, following the same approach of the third chapter, these
integral representations can be obtained

a1 =
8kVdcEc
π3Em

∫ π

0

{
arctan

[ cos
(
kθ − Emπ sin θ

2Ec

)
1− sin

(
kθ − Emπ sin θ

2Ec

)]

+ arctan
[ cos

(
kθ − Emπ sin θ

2Ec

)
1 + sin

(
kθ − Emπ sin θ

2Ec

)]}dθ (5.65)

and

b1 =
VdcEm
Ec

+
4Vdc
π2

∫ π

0

{
arctan

[ cos
(
kθ − Emπ sin θ

2Ec

)
1− sin

(
kθ − Emπ sin θ

2Ec

)]

− arctan
[ cos

(
kθ − Emπ sin θ

2Ec

)
1 + sin

(
kθ − Emπ sin θ

2Ec

)]} sin θdθ (5.66)
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and

aj =
4Vdc
π2

∫ π

0

{
arctan

[ cos
(
kθ − Emπ sin θ

2Ec

)
1− sin

(
kθ − Emπ sin θ

2Ec

)]

+ arctan
[ cos

(
kθ − Emπ sin θ

2Ec

)
1 + sin

(
kθ − Emπ sin θ

2Ec

)]} cos jθdθ

j = 3, 5, ... (5.67)

and

bj =
4Vdc
π2

∫ π

0

{
arctan

[ cos
(
kθ − Emπ sin θ

2Ec

)
1− sin

(
kθ − Emπ sin θ

2Ec

)]

− arctan
[ cos

(
kθ − Emπ sin θ

2Ec

)
1 + sin

(
kθ − Emπ sin θ

2Ec

)]} sin jθdθ

j = 3, 5, ... (5.68)

5.5 Approximation for the calculation of the harmonics

With reference to eqs. (5.63) and (5.64), the j-th harmonics is the quantity

hj =
√
a2
j + b2j , (5.69)

Fork odd and phase φ = 0, an approximation of the odd harmonics has been
conjectured in the following expression

hj '
4Vdc

π
(
δ0[ jk ] +

[
j
k

])∣∣∣Jk[ jk ]−j

(πEm [ jk ]
2Ec

)∣∣∣, (5.70)

where the notation [·] is defined as the Round function, which approximates
its argument to the nearest integer.

5.6 Numerical considerations

In this section some numerical considerations have been presented: firstly, the
spectrum of the PWM output has been calculated through Kapteyn series,
the integral representations and approximate forms; secondly the advantages
of calculating WTHD through the formulas (5.59) have been highlighted.
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5.6.1 Spectrum calculation

In the following illustrations, the spectrum of the output signals (considering
the following values of parameters k = 21, Em/Ec = 9/10, Vdc = 1 and φ = 0)
has been shown, calculated respectively through: Kapteyn series in fig.5.3
truncated at 100 terms, the integral representations calculated at machine
precision in fig.5.4 and the approximated expression in fig. 5.5.

Fig. 5.3. Spectrum calculated by Kapteyn series with k = 21, Em/Ec = 9/10,
Vdc = 1 and φ = 0

It is possible to note that the three spectra are identical.

5.6.2 Considerations on WTHD

There are discussions on the WTHD calculation through the formula (5.59)
and equations (5.13) and (5.14) , which allow to calculate the switching in-
stants in terms of Kapteyn series, which in this case, rapidly converge for
given values of the parameters, as represented in the following experiments
conducted summing up n terms (n = 10, 11, ..., 15), considering the same val-
ues of the instanced parameters.
Defining τ1q(n) and τ2q(n) the Kapteyn series in equations (5.13) and (5.14)
truncated at n terms, and

e1(n) = max
q=0,1,...,k−1

∣∣∣∣ τ1q(n)

τ1q(n− 1)
− 1

∣∣∣∣ , n = 10, 11, ..., 15, (5.71)

and
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Fig. 5.4. Spectrum calculated by integral representations with k = 21, Em/Ec =
9/10, Vdc = 1 and φ = 0

Fig. 5.5. Spectrum calculated by approximated formulas with k = 21, Em/Ec =
9/10, Vdc = 1 and φ = 0

e2(n) = max
q=0,1,...,k−1

∣∣∣∣ τ2q(n)

τ2q(n− 1)
− 1

∣∣∣∣ , n = 10, 11, ..., 15, (5.72)

The absolute value of the incremental errors, that can be made considering
one more term with respect to that considered in the sum, in table 6.1, it
has been shown that with n ≈ 15, errors are lower than 1016, and for this
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reason 15 terms in the expressions (5.13) and (5.14) are sufficient to obtain
the switching instants with a reasonable accuracy.

n 10 11 12 13 14 15

e1(n) 8.64 · 10−12 7.38 · 10−13 6.32 · 10−14 5.41 · 10−15 4.64 · 10−16 3.98 · 10−17

e2(n) 3.78 · 10−12 2.39 · 10−13 1.34 · 10−14 6.47 · 10−16 7.57 · 10−17 7.21 · 10−18

Table 5.1. Incremental relative errors e1(n), e2(n), n = 2, 3, ..., 15 with k = 21 and
Em/Ec = 9/10.

After having calculated the switching instants, equation (5.50) provides the
sum weighted on all the harmonics without any simplification and a1 and
b1, which appear in equation (5.59), can be calculated in terms of τ1q and
τ2q, from equations (5.36) e (5.37) respectively. Vice versa the classic way to
compute the WTHD uses the weighted summation of harmonics amplitudes,
thus presupposes a first approximation on a number of terms necessary to
compute the harmonics amplitude and a second one on a number of harmonics
to be summed up.
Consider WTHDFF as the value of the calculated WTHD by eq. (5.59) with
an approximation of τ1q e τ2q with 15 terms, and consider WTHDCL(nh) as
the value for the WTHD calculated, summing up the first odd nh harmonics
(the even ones are all null), calculated using the expressions (5.32) with 100
terms. In fig.5.6 it has been shown in logarithmic scale, the relative error.

w(nh) =

∣∣∣∣WTHDCL(nh)

WTHDFF
− 1

∣∣∣∣ , nh = 1, 2, ..., 500.

It can be noted that the calculation of WTHD throughWTHDCL(nh) needs
approximately 500 harmonics, in order to obtain a relative error of 10−6. The
proposed approach, differently from the classic one, which calculates at first
the switching instants and then the function Γ (1) without further approxima-
tions, seems to be more accurate and more useful as regards computational
points of view.
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Fig. 5.6. Comparison between WTHDFF and WHTDCL(nh)





6

Cycle limits in a class of PWM feedback
control system

In this chapter has been analyzed the ripple-stability of a feedback control
system with a natural sampling PWM modulator as power amplifier.
The analysis is based on the describing dual-input function and on the isomor-
phismus between the problem of calculating PWM switching instants and the
Kepler problem, on an easy stability criterion and on a sufficient condition for
the absence of solutions for the balance equation by the descriptive function
and therefore the probable absence of a cycle limit.
The obtained stability criterion has been related to the stability of the feed-
back PWM control system with first or second order apparatus: in the first
case it is formally demonstrated that the proposed criterion provides the local
stability of an equilibrium point while in the second case a simulation based
on Monte Carlo methods confirms that the choose of the parameters together
with the proposed criterion avoid cycle limits and assures the local stability
of the system.

6.1 Introduction

The PWM logic, illustrated in the previous chapter connected to the conver-
sion DC-AC, can be useful in non linear on-off control, in which the control
law is active only for a time portion, proportional to the width of the error;
to be more precise it is quite the same illustrated in the previous chapter:
the PWM output signal in this case is the control signal which is determined
by the comparison between the modular signal (in this case it represents the
error signal) and a periodic carrier.
The main advantage of this control technique is bound to the fact that they
are devices with small size and weight and lower energetic dissipation [105].
Moreover, the analysis of the feedback PWM control system can be really
hard, due to the fact that it is a non linear system.
In literature, the describing function method has been largely used in order
to determine cycle-limits and to study the dynamics of non linear systems
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[108, 109, 110, 111, 112, 113], because as known, it is really important to de-
termine conditions which can allow to anticipate and avoid the ripple stability
and therefore the presence of cycle-limits.
In literature there are several approaches to determine cycle limits in the
PWM control system [114, 115, 116, 117].
In [108] it has been demonstrated the use of the theory of the describing func-
tion as regards feedback PWM control system with null reference.
The logic of the existing approaches is quite the same: the development of the
cycle limit modus, which defines the non linear output form, has been made
as hypothesis. The output signal of the linear plant has been placed as input
of the nonlinear block, changing its own sign. Then it is possible to obtain
the describing function of the non linear block (in this case the PWM block),
which relates the parameters of the fundamental component of the output
with the amplitude of its input.
The system is therefore analyzed as a linear block, connected to a non linear
one represented by its describing function depending on the amplitude. The
obtained equations of the supposed cycle limits, for amplitude and frequency,
can be solved through a graphic procedure, and to be more precise through
the intersection in the Nyquist plane of the frequency-response of the linear
plant and the critic locus (the contrary of the descriptive function) of the non
linear block.
Firstly, the disadvantages of this technique are that the form of the signal
input to the non linear part must be known a priori, secondly that there is
the possibility to obtain multiple solutions thanks to the describing function
structure, and lastly the plant to be controlled must be low-pass so that it is
possible to consider only the fundamental component of the output.
In realty, in the case we take into consideration, the method of the descrip-
tive function has been applied in a more general version; to be more precise
considering the method of the descriptive dual input function, in which the
input is made up of a sinusoidal element and a bias.
In this case the hypothesis that the reference is null could be removed, the
same as regards the characteristic of the non linear part be symmetric with
respect to the origin, which characterizes the descriptive function.
The describing functions to be detected, are two: the first one represents the
output of the non linear block mean value related to the input mean value;
the second one is the link between the parameter of the sinusoidal input and
the parameters of the fundamental component of the output.
The idea of this approach appears to be the same of the previous chapter:
taking into account a sinusoid plus a constant as the modulator input, the
input switching instants of input of the linear part can be determined us-
ing an isomorphismus with the Kepler problem, and it is possible to obtain
Fourier series coefficients of the input signal to the linear part and therefore
an explicit expression of the describing function.
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6.2 System model

The system to be analyzed is a PWM feedback control system on an linear
plant, time invariant , with low-pass filter characteristics, shown in fig. 6.1.
The PWM output u(t) is a constant piecewise function, defined on two subin-
tervals, [kT, kT +τk) and (kT +τk, kT +T ), where τk ∈ [0, T ], is the switching
instant within the period of sampling T .

m PWM PLANT ---

6

-
r(t) σ(t) u(t) y(t)+

Fig. 6.1. PWM feedback control

As illustrated in fig. 6.2, the modulator output can assume values such as M
and −M as regards the first subinterval (in base of the error signal σ(t), input
to the modulator, valued in kT ) and it is null in the second subinterval.

u(t) =

{
Msgn[σ(kT )], kT ≤ t ≤ kT + τk,
0, kT + τk < t < kT + T.

(6.1)

The value of τk is determined by the intersection of the error signal σ(t), and
the sawtooth carrier c(t), of period T having the following expression:

c(t) = sgn[σ(kT )]
Ep
T

(t− kT ), kT ≤ t ≤ kT + T, (6.2)

where Ep > 0 represents the amplitude of the sawtooth. In case of natural
sampling, the relation which allows to get the intersection instant τk is:

σ(kT + τk) = sgn[σ(kT )]Ep
τk
T

(6.3)

where it is evident that τk is due to the error signal behavior in the interval
[kT, kT + τk).

6.3 Local stability and simplification hypothesis

The state-space representation of the system to be controlled is the following
one:
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6

-

Ep

kT kT + TkT + τk

σ(kT )

-

6

M

u(t)

Fig. 6.2. Lead-type PWM modulator

 ẋ(t) = Ax(t) + bu(t),
y(t) = cTx(t),
σ(t) = r − y(t)

(6.4)

where x ∈ Rn is the state vector, y ∈ R e u ∈ R (described by eq. (6.1))
are the input and output of the plant respectively, and r ∈ R is the reference
signal assumed to be constant. The state transition matrix A is assumed to
be invertible.
Furthermore, it is assumed that eq. (6.3) has only a solution τk within the
period T . Although this hypothesis, from a formal point of view, can be pos-
sible only considering a particular class on input functions, from a practical
point of view, it is not a limitation if the period T takes into consideration
the time constants of the controlled process which provides only a solution.
In the implementation of the PWM logic, we will assume τk = T , if there are
no solutions in the interval [kT, kT + T ].
The solution of the system represented in the state space is:

x(t) = eA(t−t0)x(t0) +

∫ t

t0

eA(t−ξ)bu(ξ)dξ. (6.5)

For t ∈ [kT, kT + τk] we have:

x(t) = eA(t−kT )x(kT ) +

∫ t

kT

eA(t−ξ)bu(ξ)dξ. (6.6)

Substituting the expression u(t) given in eq. (6.1), through algebra, it follows
that:
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x(t) = eA(t−kT )x(kT ) +Msgn [σ(kT )]A−1
[
eA(t−kT ) − I

]
b, (6.7)

where I is the identity matrix of n size.
In the second subinterval t ∈ [kT + τk, kT + T ), the system state is described
as:

x(t) = eA(t−kT−τk)x(kT + τk). (6.8)

Therefore from eq. (6.7) it is possible to obtain the state value in the switching
instant kT + τk,

x(kT + τk) = eAτkx(kT ) +Msgn [σ(kT )]A−1
[
eAτk − I

]
b, (6.9)

which can be substituted in eq. (6.8) having:

x(kT + T ) = eATx(kT ) +Msgn [σ(kT )]A−1
[
eAT − eA(T−τk)

]
b. (6.10)

As
σ(t) = r − cTx(t), (6.11)

eq. (6.3) can be rewritten as

cTx(kT + τk) +
Ep
T
τksgn [σ(kT + τk)]− r = 0. (6.12)

As regards the hypothesis of the existence of a unique solution in the interval
[kT, kT + T ), must be worth the identity sgn [σ(kT + τk)] = sgn [σ(kT )]; for
this reason eq. (6.12) becomes.

cT eAτkx(kT ) +Msgn[σ(kT )]cTA−1
[
eAτk − I

]
b+

Ep
T
τksgn[σ(kT )]− r = 0.

(6.13)
Eqs. (6.10) and (6.13) describe the dynamic behavior of the PWM feedback
system.
Supposing that there is an equilibrium point, it means that after a transient,
the state at the beginning of the period coincides to that at the end of the
period. Moreover, if r is a constant reference, the value of τk, the value of
the error signal in the initial period σ(kT ), and therefore sgn[σ(kT )], must
be constant for each period. Giving with (x∞, τ∞), the equilibrium point, we
have:

x(kT + T ) = x(kT ) = x∞,
τk = τ∞, ∀k
sgn[σ(kT )] = sgn∞.

(6.14)
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Eqs. (6.10) and (6.13) taking into consideration eq. (6.14) become respectively:

x∞ = Msgn∞A
−1
[
I − eAT

]−1
(eAT − eA(T−τ∞))b, (6.15)

and

McTA−1
[
I − eAT

]−1
(eAτ∞ − I)b+

Ep
T
τ∞ − rsgn∞ = 0. (6.16)

In order to obtain the sufficient and necessary condition for the local stability,
let us consider the discrete model linearized around the equilibrium point
(x∞, τ∞) [118, 52] {

dx(kT + T ) = Fdx(kT ),
F = eAT − 1

Qe
AT bcT ,

(6.17)

where

Q = cT
[
I − eAT

]−1
(eAτ∞ − eAT )b+

Ep
TM

. (6.18)

The equilibrium point is locally asymptotically stable, only if the self values
of the matrix F belong to the one radius circle. Therefore from eqs. (6.17)-
(6.18) it is possible to obtain the limit value of Ep as function of T and τ∞.
Furthermore, the value of Ep, must assure the local stability for every value
of τk in [0, T ]. This value should be compared to that obtained by the method
of the dual input describing function, which will be valid for every value of τk
in the interval [0, T ], and for each reference r.

6.4 Dual input describing function and stability criterion

Taking into consideration the dual input descriptive function and the system
in fig. 6.1, let us assume that a limit cycle for this system will be verified.
On the base of the well known distinctive features of the subharmonics modu-
lation techniques, applied to the inverter, the PWM input and output σ(t) and
u(t) respectively, are periodic period NT , with positive integer N [108, 119].
Therefore as input in the PWM modulator, let us consider a sinusoidal input
with µEp amplitude and pulsation ωc = 2π

NT added to a constant µ0Ep:

σ(t) = µ0Ep + µEp sin (ωct+ φ) . (6.19)

with µ < µ0 < 1− µ so that the modulation saturation is avoided.
Furthermore, we suppose that the system is in a cycle limit condition around
the equilibrium point and that this fluctuation does not mean a change of sign
in the modulator output. Therefore it is assumed that the sign sgn[σ(kT )] is
equal to 1. Although this hypothesis can be restrictive, as we can see from the
simulations, it does not damage the method prevision capacity and moreover
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it allows to simplify the expression of the PWM describing function, giving
the opportunity of further theoretical analysis.
Through Fourier series, the signal u(t) can be expressed as:

u(t) = b0 +

∞∑
n=1

[bn cos (nωct) + an sin (nωct)] (6.20)

where the coefficients can be determined by the following expressions::

b0 = 1
NT

NT∫
0

u(t)dt, bn = 2
NT

NT∫
0

u(t) cos (nωct) dt,

an = 2
NT

NT∫
0

u(t) sin (nωct) dt.

(6.21)

The u(t) fundamental component is

u(t) ≈ b0 + b1 cos(ωct) + a1 sin(ωct) = b0 + U1 sin(ωct+ φ1) (6.22)

where U1 =
√
a2

1 + b21 and φ1 = tan−1(b1/a1).
The dual input describing function of the non linear element is the complex
ratio between the output fundamental component of the non linear element
and the input, or rather: {

D0 = b0
µ0Ep

,

D1 = U1e
jφ1

µEpejφ
= a1+jb1

µEpejφ
.

(6.23)

Fig. 6.3. Dual-input describing function

Eq. (6.3), particularized to the input σ(t) of eq. (6.19), gives the following
expression of the switching instant τk in the generic interval [kT, kT + T ):

τk
T

= µ0 + µ sin

(
2π

N
k +

2π

N

τk
T

+ φ

)
. (6.24)

The last equation, (6.24), can be brought back to the following form:

Ek − ε sin(Ek) = Mk (6.25)

where
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Ek =
2π

N
k +

2π

N

τk
T

+ φ, (6.26)

and

ε =
2π

N
µ (6.27)

and

Mk =
2π

N
µ0 +

2π

N
k + φ. (6.28)

The eq. (6.25) is formally isomorph in connection to the Kepler equation
(2.2). Therefore from eq. (2.3), taking into account positions (6.26), (6.27)
and (6.28), it is possible to write the solution of (6.24) with respect to τk/T
in terms of Kapteyn series

τk
T

= µ0 +
N

π

∞∑
n=1

1

n
Jn(nε) sin(nMk), (6.29)

or by eq. (4.15) in integral form:

τk
T

= µ0 +
N

2π2

π∫
0

{
arctan

[
tan

(
π −Mk + θ − ε sin(θ)

2

)]
+

+ arctan

[
tan

(
π −Mk − θ + ε sin(θ)

2

)]}
dθ. (6.30)

Taking into consideration the expression u(t), which can be rewritten in a
more compact way as :

u(t) = M

N−1∑
k=0

(δ−1(t− kT )− δ−1(t− kT − τk)) , (6.31)

where

δ−1(t) =

{
1, t ≥ 0,
0, otherwise

, (6.32)

the mean value b0 and the coefficient of the fundamental b1 e a1 di u(t) become:

b0 =
M

N

N−1∑
k=0

τk
T

= Mµ0 +
M

π

∞∑
p=1

1

p
JpN (pNε) sin [p(Nφ+ 2µ0π)] , (6.33)

and
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b1 =
2M

NT

N−1∑
k=0

kT+τk∫
kT

cos

(
2π

NT
t

)
dt =

2M

π

N−1∑
k=0

sin
(πτk
NT

)
cos
( π

NT
(2kT + τk)

)
,

(6.34)
and

a1 =
2M

NT

N−1∑
k=0

kT+τk∫
kT

sin

(
2π

NT
t

)
dt =

2M

π

N−1∑
k=0

sin
(πτk
NT

)
sin
( π

NT
(2kT + τk)

)
.

(6.35)
Let us consider the complex variable c1 = a1 + jb1, which can be rewritten
as:

c1 = −M
π
ejφ

N−1∑
k=0

[cos(Ek)− j sin(Ek)] . (6.36)

Considering Kapteyn series in equations (2.4) and (2.6) related with the Ke-
pler problem, eq. (6.36) becomes:

c1 = −Nε
2

+

N−1∑
k=0

∞∑
n=1

{
1

n
[Jn−1(nε)− Jn+1(nε)] cos(nMk)+

−j [Jn−1(nε) + Jn+1(nε)] sin(nMk)} . (6.37)

From the following relations (whose demonstrations are similar to those of
Lemma 5.1 in the previous chapter)

N−1∑
k=0

cos(nMk) = N cos(p(Nφ+ 2µ0π)), n = pN, p ∈ N,
N−1∑
k=0

sin(nMk) = N sin(p(Nφ+ 2µ0π)), n = pN, p ∈ N,
(6.38)

eq. (6.37) can be reduced as:

c1 =
M

π
ejφ

{
N

2
ε+

∞∑
p=1

1

p
JpN+1(pNε)ejp(2µ0π+Nφ)+

−
∞∑
p=1

1

p
JpN−1(pNε)e−jp(2µ0π+Nφ)

}
. (6.39)

Lastly, from equation (6.39) and from Bessel functions properties in eq. (1.41),
the following expression of D1 can be obtained
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D1 = 2M
Ep

{
1
2 +

∞∑
p=1

1
2pN+2 (JpN (2πµp) + JpN+2(2πµp)) ejp(2µ0π+Nφ)+

−
∞∑
p=1

1
2pN−2 (JpN−2(2πµp) + JpN (2πµp)) e−jp(2µ0π+Nφ)

}
.

(6.40)
The following theorem provides a sufficient condition on the ripple-stability
on the PWM feedback control system.

Theorem 6.1. A sufficient condition which grants the absence of solutions
as regards the describing function balance equation, and therefore the absence
of the expectable oscillations with the method of the dual input describing
function of period NT with N ≥ 2, for the PWM feedback control system, is:∣∣∣G(j π

T

)∣∣∣ < Ep
2M

. (6.41)

Proof. Let us consider the auxiliary variables α = 2πµ and β = 2µ0π + Nφ.
The function D1 can be rewritten as

D1 = u(α, β) + jv(α, β), (6.42)

where

u(α, β) =
2M

Ep

{
1

2
+

∞∑
p=1

cos(pβ)

[
JpN (pα) + JpN+2(pα)

2pN + 2
+

−JpN−2(pα) + JpN (pα)

2pN − 2

]}
, (6.43)

and

v(α, β) =
2M

Ep

{ ∞∑
p=1

sin(pβ)

[
JpN (pα) + JpN+2(pα)

2pN + 2
+

+
JpN−2(pα) + JpN (pα)

2pN − 2

]}
. (6.44)

Let |D1|max be the absolute maximum value of D1, a sufficient condition for
the system to have no oscillations with period NT is:∣∣∣∣G(j 2π

NT

)∣∣∣∣ < 1

|D1|max
. (6.45)

Given that |D1| =
√
u(α, β)2 + v(α, β)2, the values of α e β maximizing |D1|

can be obtained, finding the solutions of these two following equations:
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u
∂u(α, β)

∂α
+ v

∂v(α, β)

∂α
= 0, (6.46)

and

u
∂u(α, β)

∂β
+ v

∂v(α, β)

∂β
= 0. (6.47)

We obtain the following non trivial solutions:



N = 2 : (α, β) = (0, π), H = M
Ep

(
− 1

3 0
0 − 1

2

)
, |D1| = 2M

Ep
,

N = 3 : (α, β)1 = (0, π2 ), H = M
Ep

(
1
16

1
4

1
4 0

)
,

(α, β)2 = (0, 3π
2 ), H = M

Ep

(
1
16 −

1
4

− 1
4 0

)
,

N = 4 : (α, β) = (0,−), H = M
Ep

(
− cos(β)

12 0
0 0

)
,

N ≥ 5 : (α, β) = (0,−), H =

(
0 0
0 0

)
.

(6.48)

where, H is the Hessian matrix, obtained for each stationary point, after
standard manipulations and using the Bessel function property in eq. (1.42)
and calculating the partial derivative of second order of |D1| with respect to
α e β, valued in the relative stationary point
So, the only maximum of |D1| is given for N = 2 with (α, β) = (0, π), and
holds |D1| = 2M

Ep
, and therefore taking into account the eq. (6.45), the theorem

has been demonstrated.

Remark 6.2. The expression D0 in eq. (6.23) for N = 2, α = 0 and β = π
provides the value of µ0:

µ0 =
r

Ep +G(0)M
(6.49)

where G(0) = −cTA−1b is the static gain of the plant.

6.5 Numerical simulations

In this paragraph, the validity of the proposed criterion has been verified
through a comparison with the conditions of the local stability. In the following
two examples, without loss of generalization, let us consider M = 1 and the
time constants of the process have been normalized in the interval [0, 1].
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6.5.1 Example 1

The describing function has been sampled with a first order plant:

G(s) =
1

sγ + 1
.

The condition in eq. (6.41), solved with respect to Ep, provides the critic value
of Ep, defined as Epdf :

Epdf =
2M√

π2 γ
2

T 2 + 1
. (6.50)

From equations (6.17) and (6.18) we have that Q and F respectively

Q =
1− e

T−τ∞
γ

γ
(

1− e
T
γ

) +
Ep
TM

, (6.51)

and

F = e−
T
γ

1− 1

1−e
T−τ∞
γ

1−e
T
γ

+
Epγ
TM

 . (6.52)

The derivative of F with respect to τ∞ is:

∂F

∂τ∞
= −M

2T 2

γ

e
τ∞
γ

(
e
T
γ − 1

)
(
Epγe

T+τ∞
γ +MTe

T
γ − (Epγ +MT )e

τ∞
γ

)2 (6.53)

And it is negative for each τ∞ ∈ [0, T ].
Therefore the stationary point is locally stable only if the two following con-
ditions are satisfied:

lim
τ∞→0

F =
Epγ

Epγ +MT
e−

T
γ < 1, (6.54)

and

lim
τ∞→T

F =
Epγ −MT

Epγ
e−

T
γ > −1. (6.55)

As the condition in eq. (6.54) is satisfied ∀γ > 0, from condition in eq. (6.55)
the result is that the critic value of Ep, which assures the local stability of the
equilibrium point (Epls) is:
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Epls =
MT

γ
(

1 + e
T
γ

) . (6.56)

Taking into consideration that the ratio between Epls and Epdf is the following
one:

Epls
Epdf

=
x
√

1 + π2

x2

2 (1 + ex)
(6.57)

where x = T
γ , it can be easy demonstrated that Epls < Epdf for each x ≥ 0; for

this reason the proposed criterion grants the local stability of the equilibrium
for each ratio τ∞

T ∈ [0, 1].

6.5.2 Example 2

Consider a second order system, characterized by the following transfer func-
tion

G(s) =
sξ3 + 1

(sξ1 + 1)(sξ2 + 1)

with ξ1, ξ2, ξ3 ∈ [0, 1] e ξ1 > ξ2. The value of the modulator sampling period
T has been randomly chosen in the interval [0,min(ξ2, ξ3)/2] according to the
fact that the PWM systems have been planned with a sampling period lower
than the time response of the system linear part [108].
Ten Montecarlo simulations have been conducted. In every simulation a value
of Ep = ρEpdf with ρ = i/10, (i = 1, 2, ..10) has been chosen and 103 systems
have been considered and the number of the experiments in which the feedback
PWM system is locally stable, has been counted.
In table 6.1 the possibility of having a locally stable system illustrated for each
of the 10 Montecarlo simulation has been illustrated. The obtained results
confirm that choosing Ep = Epdf is the method to avoid the cycle limits and
to assure the local stability.

ρ 0.1 0.2 0.3 0.4 0.5

Prob. 0.5806 0.6325 0.7119 0.7764 0.8467

ρ 0.6 0.7 0.8 0.9 1.0

Prob. 0.9064 0.9652 0.9936 0.9997 1.0000

Table 6.1. Probability to have a local stable process for different values ofi ρ
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Models of the energy spectrum of fronts and
other applications

In this chapter, the proposed approach is used in other applications present in
literature, related to Kapteyn series. In particular, firstly Meissel’s expansions,
shown in chapter 2 in equation (2.11) and (2.12) have been considered; later
on taking into consideration [31] and [46] respectively, Kapteyn series useful
in elettromagnetic radiations and in atmospheric disturbances.

7.1 Meissel’s expansions

Kapteyn series in eq. (2.11) with ε ∈ (0, 1], as already mentioned in chapter
2, can be expressed with polynomial in variable ε, which Meissel himself finds
in cases m = 1, 2, 3, 4, 5.
With the approach proposed in chapter 3, it is possible to generalize this
result through an integral expression. Indeed, the considered expression is
equivalent to γ(1, 0, 0, 1, 2, 2m, ε, 0, 0) in eq. (3.6), and for this reason, taking
into account its integral expression in eq. (3.21) and its linking property with
Lerch trascendent function with the polylog function in eq. (3.24) and the
property in eq. (3.26), which connects this last function to the Bernoulli’s
polynomials is possible to obtain the following integral representation:

Pm(ε) =

∞∑
n=1

J2n(2nε)

n2m
=

(−1)m+1(2π)2m−1

(2m)!

∫ π

0

B2m

(
θ − ε sin θ

π

)
dθ (7.1)

Through this one, it is possible to have polynomials for various values of m:
e.g. for m = 6 and m = 7 we have:

P6(ε) =
ε2

2
− 341ε4

2048
+

69553ε6

3359232
− 32197ε8

23887872
+

5269ε10

103680000
− ε12

1036800
, (7.2)

and
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P7(ε) =
ε2

2
− 1365ε4

8192
+

2515513ε6

120932352
− 4741165ε8

3439853568
+

+
20881861ε10

373248000000
− 5369ε12

3732480000
+

ε14

50803200
. (7.3)

7.2 Radiation problems

In [31] Kapteyn series, described by eq. (2.24) and (2.25) are presented in
electromagnetic radiation problems, in particular in the description of the
radiations produced by a fair distributions of point charges at equal distance,
which evenly move on a circular trajectory. As already shown in chapter 2,
the integral representations of these series, illustrated in eq. (2.26) and (2.27)
are provided.
Taking into consideration the properties of Bessel function in eq. (1.45), these
Kapteyn series can be rewritten, respectively as:

F+ =
2

π

∞∑
n=1

π
2∫

0

1

n
J2n[2nb cos(ψ)]dψ, (7.4)

and

F− =
2

π

∞∑
n=1

π
2∫

0

(−1)n

n
J2n[2nb cos(ψ)]dψ. (7.5)

From which, using the proposed approach, considering γ(1, 0, 0, 1, 2, 1, b cos(ψ), 0, 0)
for F+ and γ(−1, 0, 0, 1, 2, 1, b cos(ψ), 0, 0) for F−, the following integral rep-
resentations can be found:

F+ = − 2

π

∫ π
2

0

dψ

∫ π

0

dθ ln[2 sin(θ − b cosψ sin θ)] (7.6)

and

F− = − 2

π

∫ π
2

0

dψ

∫ π

0

dθ ln[2|cos(θ − b cosψ sin θ)|]. (7.7)

7.3 Atmospheric disturbance models

Within meteorology, how atmospheric disturbations are caused, is a fully in-
vestigated problem.
In 1980, basing his search on those of Hoskins and Betherthon [43], Blumen
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illustrated that the atmospheric disturbance genesis could be mold starting
from Burger’s equation [44], taken into account without viscosity:

ut + uux = 0. (7.8)

In which the uδ notation means the partial derivative of u with respect to δ,
to be more precise:

uδ =
∂u

∂δ
. (7.9)

This equation was studied by Andrews and Hoskins [128], who by using the
methodology introduced by Platzman [45] in 1964, pointed out that:

u(x, t = 0) = − sin(x)⇒
u(x, t) = −2

∑∞
k=1

Jk(kt)
kt sin(kx), t ≤ 1

(7.10)

In this solution, it is really important to notice what happens to the instant
t = tB = 1; not only because it describes the superior limit of the model
validity, but also because the solution u(x, 1) carries information, which can
be useful in weather forecast out of the model time validity [128, 44, 129, 130].
The solution (7.10), expressed in form of Kapteyn series, requires long time
calculations, which increases when t approaches to 1.
Because of these problems of numeric convergence of Kapteyn series, Boyd
in 2001 [46] introduced an approximated formula for the calculation of eq.
(7.10):

u(x, 1) ' −(6x)
1
3 , |x| � 1. (7.11)

The poor preciseness of the result, we obtain using this formula, induces to
find an alternative way to calculate the solution of Burger’s equation.
This is possible through the proposed approach, indeed the series

∞∑
k=1

Jk(kt)

k
sin(kx) (7.12)

is the particular case γ(1, 0, x2π , 1, 1, 1, t, 0, 0) of the class of Kapteyn series
in eq. (3.6), therefore considering the proposed approach and taking into ac-
count the definition of the polylogarithm in eq. (1.52) and its link with Lerch
transcendental function (3.24) and eqs. (4.13) and (4.14), the result is:

u(x, t) = − 1

πt

∫ π

0

{
arctan

[
tan

(
π − θ − x+ t sin(θ)

2

)]
+ (7.13)

− arctan

[
tan

(
π − θ + x+ t sin(θ)

2

)]}
dθ. (7.14)

Considerations on the integrand of Kepler’s problem solution in section (4.3)
in chapter 4 appear to be the same for this integrand.
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7.4 Numerical experiments

To value the correctness of the proposed solution two numerical experiments
have been conducted.

7.4.1 First numerical experiment

The first experiment aims to value the behavior of (7.13) with respect to the
equations (7.10) and (7.11).
Taken t = 1 and chosen x = 1

10 , we repetitive calculate the solution of
the equation (7.10), in which the number of the considered Bessell’s function
gradually increases in connection with every repetition.
In detail, to begin with the truncation of the sum at 100 terms, and increasing
this value of the number of considered terms of 100 for each iteration until a
maximum of 4000, many numerical convergence problems have been detected.
For this reason, in this experiment has been considered as true the value of
the solution calculated by applying (7.13) with accuracy of 32. To sum up,
taking into consideration the fact that the integrand as function of θ presents
only a discontinuity and it is a piecewise constant function, the integral has
been calculated using a bisection algorithm to find firstly the discontinuity
point and later the area under the curve.

Method Relative error

Kapteyn series (7.10)

100

200

300

400

500

600

700

800

900

1000

2.1885− 2

4.2500− 3

9.4215− 4

2.7288− 3

2.8983− 3

2.2100− 3

1.1618− 3

1.2322− 4

6.5424− 4

1.0443− 3

Integral form(7.13) (machine precision) 2.6591− 4

Approximated formula (7.11) 1.1898− 1

Bisection algorithm (54 itarations) 7.9666− 17

Table 7.1. Obtained results with t = 1 and x = 1
10
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7.4.2 Second numerical experiment

The second numerical experiment has been conducted considering t = 7
10 and

x = 3
10 .

The procedures of the experiment are the same of the experiment below,
except for the fact that the Boyd formula is not used because, as already
mentioned, it is worth only for t = 1.
Even in this case, Kapteyn series which appears in eq. (7.10) presents nu-
merical convergence problems, but it has been observed that it converges
considering almost 500 terms.
In this case, the true value is identified by the Kapteyn series, truncated at
500 terms. The detailed results are presented in the following chart:

Method Relative error

Integral form (32 digits) 1.2483− 32

Integral form (Machine precision) 2.0513− 4

Bisection algorithm 7.5155− 17





8

Conclusions

In this work of thesis, an integral representation of a class of Kapetyn series
has been introduced.
The validity of this formulation, as regards computational aspects and accu-
racy in the obtained results, has been object of a critic and methodic search.
What appears as evident, is that the validity of the proposed integral rep-
resentation, is strictly connected to the specific structure of the integrand
function, which in turn depends on the application context.
For example, within Kepler’s problem and model of the energy spectrum of
fronts, the given integral representations are very useful.
Indeed, starting from the conducted experiments, it is evident that the Burg-
ers equation solution in break time tB = 1 and Kepler’s problem solution
for ε = 1 determine several numerical convergence problems of the involved
Kapteyn series.
Vice versa, using the proposed integral forms, not only the result is calculated
in fast times, but also with high accuracy.
It is important to underline that the integral representation of the Kapteyn
series, illustrated in this work, is not the only one: in literature there are
a series of other formulations completely different from each other, coming
from different approach methods related to these series and linked to specific
applications, such as in contexts of electromagnetic radiations and Kepler’s
problem.
The latter has deserved special consideration in this work, due to the prob-
lem itself, but also because of the interesting isomorphism between Kepler’s
equation and equations used to determine the PWM output signal switching
instants.
Possible further developments could be those of considering wider classes of
Kaptyen series and those of finding a systematic way to solve the obtained
integral forms.
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