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Preface

Since the early 2000s, we have experienced a disruptive trend in the inte-
gration of information and communication technologies with physical objects
and systems which can potentially change, and sometimes already has, the
way people live and interact with the physical world. The same trend affects
engineered systems, which can exploit embedded networking and computa-
tion devices to improve their efficiency and capabilities, as well as physical
infrastructures and environments, which can be augmented with sensing, ac-
tuation, computational and networking capabilities, so as to became “smarte”
systems, acquiring an autonomous behaviour or providing new services and
functionalities to their users, either human or other systems.

When a system encompasses a large number of physical devices, each with
computational and networking capabilities, being seamlessly integrated with
a physical environment and capable of sensing and/or changing its status, and
when all these devices cooperate with the others so as to provide a certain
physical behaviour or new service and functionalities, that system can be
called a cyber-physical system (CPS) [7].

According to NSF[93], research advances in cyber-physical systems promise
to transform our world with systems that respond more quickly (e.g., au-
tonomous collision avoidance), are more precisely (e.g., robotic surgery and
nano-tolerance manufacturing), work in dangerous or inaccessible environ-
ments (e.g., autonomous systems for search and rescue, firefighting, and explo-
ration), provide large-scale, distributed coordination (e.g., automated traffic
control), are highly efficient (e.g., zero-net energy buildings), augment human
capabilities, and enhance societal well-being (e.g., assistive technologies and
ubiquitous healthcare monitoring and delivery).

This vision lays down a challenge for new frameworks, models and algo-
rithms to be proposed, so as to support the design of these kinds of complex
system, taking into account their requirements and related issues such as
adaptivity, devices heterogeneity, large-scale, reconfiguration, responsiveness,
decentralization and reliability.

The main contributions of this thesis concern:
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1. the definition of a cloud-assisted, agent-based framework for designing
large-scale Cyber Physical Systems, tackling issues like heterogeneity, scal-
ability and reconfigurability;

2. the proposal of models and patterns for the design and implementation of
CPS, through the use of decentralized agent-based algorithms in various
application scenarios;

3. the proposal of a decentralized control system for urban drainage net-
works, which can improve the performance of an existing network reducing
its environmental impact.

The rest of this thesis is structured in four chapters, as follows:

Chapter 1 presents the fundamental concepts of Cyber-Physical Systems,
characterizing them, highlighting open issues and presenting possible ap-
plication scenarios.

Chapter 2 is devoted to present Rainbow, a cloud-assisted, agent-based plat-
form for Cyber-Physical Systems, detailing its main components and fea-
tures.

Chapter 3 shows how the Rainbow platform can be exploited in multiple ap-
plication scenario, using proper decentralized algorithms and cooperation
mechanism.

Chapter 4 presents a methodology for managing an urban drainage network,
seen as a Cyber Physical System, so as to provide an optimized behaviour
to the system, which is capable of reducing effectively both urban flooding
and combined sewer overflow phenomena, as well detailed in the experi-
mental section.

Rende, November 2015, Andrea Vinci
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1

An introduction to Cyber-physical Systems

1.1 Introduction

Over the last two decades, the advancements in computing and communica-
tion technologies have been so significant that have given rise to an information
technology (IT) revolution. The Internet has changed the way we interact and
communicate each other and also how we create, distribute and consume infor-
mation. Furthermore, the advent of ubiquitous embedded computing, sensing,
and wireless networking technologies has also changed how we interact, con-
trol, and build physical engineered systems such as automobiles, aircrafts,
power grids, manufacturing plants, medical systems and building systems, on
which our modern society and economy are becoming highly dependent.

The potential benefits of the convergence between the cyber-world, i.e.
computation and networking, and the physical world for developing new en-
gineered systems are transformative and wide ranging. Through embedded
systems for distributed sensing, computation and actuation over wired or
wireless communication networks, multi-objective optimization and high level
decision-making algorithms, engineered systems in many application domains,
such as transportation, energy, domotic and medical systems, can be designed
and developed to be much smarter, more reliable, secure, efficient and robust.

Recently, we have experienced an ongoing seamless integration between
the cyber and the physical worlds, at every scale. Everyday objects can be
enhanced with computation and networking capabilities, so as to provide ad-
ditional features, like facility to notify a change of status to a remote server
and to be remotely controlled by smartphones. These so-called smart objects
can even execute simple tasks, such as keeping a given temperature in a room
or dispensing the correct amount of water in the soil to keep the right humid-
ity for the health of a vegetable. Smart Objects are the building blocks of the
Internet of Things (IoT) vision [44].

The Internet of Things[52] is the network of physical objects, or “things” ,
embedded with electronics, software, sensors, and network connectivity, which
enables these objects to collect and exchange data. IoT can be seen as a
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realization of the concept of ubiquitous computing, proposed by Mark Weiser
in the early ’90s [90].

When a set of these networked things are placed in the same environment
and cooperate to provide new functionalities or to achieve a common goal, it
is possible to extend the abstraction of smart objects so as to define smart
environments. In the literature, there are many different definition of smart
environment, among them: (i) “a small world, where all kinds of smart devices
are continuosly working to make inhabitants’ lives more confortable”[20] and
(ii) “an environment that is able to acquire and apply knowledge about the
environment and its inhabitants, in order to improve their experience in that
environment”[94].

Besides and in parallel with the IoT vision, the engineering research field
of cyber-physical systems (CPS) has attracted a great deal of attention from
academia, industry and governments. As a whole, CPSs can be described as
“smart systems that encompass computational (i.e., hardware and software)
and physical components, seamlessly integrated and closely interacting to sense
the changing state of the real world”[93], or even as the “next generation of
engineered systems that require tight integration of computing, communica-
tion, and control technologies to achieve stability, performance, reliability, ro-
bustness and efficiency in dealing with physical systems in many application
domains” [66].

CPSs are different from desktop computing, traditional embedded/real-
time systems, and Wireless Sensor Networks; however, they have some defining
characteristics as follows[84]:

• Cyber capability in every physical component and resource constraint. The
software is embedded in every embedded system or physical component,
and the system resources (e.g., computing and network bandwidth) are
usually limited.

• Closely integrated. CPSs deeply integrate computation with physical pro-
cesses.

• Networked at multiple and extreme scales. CPSs, the networks of which in-
clude wired/wireless network, Wi-Fi, Bluetooth, and GSM, among others,
are distributed systems. Moreover, the system scales and device categories
appear to be highly varied.

• Complex multiple temporal and spatial scales. In CPSs, the different com-
ponents are likely to have unequal granularity of time and spatiality. CPSs
are strictly constrained by spatiality and real-time capacity.

• Dynamically reorganizing/reconfiguring. CPSs, as very complicated and
large-scale systems, must have adaptive capabilities.

• Closed-loop control and high degrees of automation. CPSs favor convenient
man-machine interaction, and advanced feedback control technologies are
widely applied to these systems.
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• Operation must be dependable and certified in some cases. Reliability
and security are necessary for CPSs because of their extreme scales and
complexities.

IoT and CPS research topics share similar goals and technologies but have
different research communities and focus on different approaches and prob-
lems. Both of them concerns large-scale distributed computing systems of
systems, where computation and “intelligence” is not decoupled from the en-
vironment. Conversely, while the IoT focuses on openness, interoperability
and cooperation of objects in dynamic environments, whose elements contin-
uously change over time, CPSs focus on more “static environments”, where
interactions take place between well-known and controlled participants. A
typical CPS is often an engineered closed-loop controlled system, even though
networked and with bigger scale.

For a better understanding of the different visions, we can look at Figure
1.1. While the Internet of Things is about extending the existing Internet so as
to connect the objects in the physical world, a CPS is an application-specific
system that integrates cyber and physical components to achieve a certain
goal.

Fig. 1.1. Internet of Things versus Cyber-Physical Systems.

1.2 Enabling Technologies

The integration between the cyber and the physical world is made possible due
to recent advancements in microelectronics, telecommunication systems, em-
bedded systems, communication protocols and computer science, as detailed
in the following.
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1.2.1 Hardware miniaturization and energy efficiency

Traditionally, computing devices were stationary and mains powered, which
meant processor units being designed with computing performance as the
main goal. Since the early 2000s, with the end of Dennard Scaling[25, 35] and
the growth of the demand for mobile devices, manufacturers have switched
their focus from computational power to energy efficiency[22]. Nowadays all
the main manufacturers produce devices and systems-on-a-chip that can be
suitably embedded in objects and things (as well as in smartphones), thanks
to their small form factor and low energy consumption. Obviously, the com-
putational power of these kinds of device is not comparable with a desktop
or server computer, but is enough to provide general purpose computational
capabilities to an embedded object.

1.2.2 Networking technologies

Cyber-physical systems are built using networked components, which can be
spread over small areas, like a room or an house, or wider areas, as a sewer
network or a power grid. The telecommunications industry and research com-
munity developed new technologies that enable reliable wired and wireless con-
nectivity both in wide area domains and in small area ones. Wireless internet
connectivity is granted world-wide by digital cellular networks, whose tech-
nologies and standard evolved from the first digital mobile system (2G), pro-
viding more and more bandwidth [24]. The current standard, LTE-Advanced,
is expected to offer peak rates up to 1 Gbit/s fixed speeds and 100 Mb/s to
mobile users[76]. In a local area network, wireless connectivity is reached us-
ing the IEEE 802.11 standard. The current iteration is IEEE 802.11ac, which
is an advancement in terms of both maximum transmission data rate and
energy consumption[58]. Furthermore, the IEEE 802.11ah amendment is cur-
rently in a draft state, aiming at achieving a transmission range of up to 1
km at the minimum data rate of 100 kbps and low power consumption, so
as to be used in wireless sensor networks and IoT on even an urban scale.
In personal area networks, the reference is currently represented by ZigBee
and Bluetooth specifications. The former is a low-cost, low-power, wireless
mesh network standard targeted at wide development of long battery life de-
vices in wireless control and monitoring applications[11] and is widely used in
home automation applications. The latter provides a bigger data rate com-
pared to ZigBee, at the cost of lesser transmission range and greater energy
consumption[37]. Bluetooth is mainly used to establish single-hop connection
between two devices for exchanging multimedia streams/data.

Given the large number of devices that can be involved in a CPS, other
networking issues that need to be dealth with are the unique identification and
the addressability of the devices. Back in 1999, the term ”Internet of things”
was firstly introduced by Ashton [8] in a presentation about Radio Frequency
Identification (RFID)[89] technology. He show how easily a computer can
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recognize objects that are attached with proper RFID tags, using a proper
reader. The Electronic Product Code Tag Data Standard (EPC TDS)[77]
specifies what information is encoded on an RFID tag to uniquely identify a
certain object, together with some additional product information. Extensions
to this standard are proposed, for example in [75], to better full-fill the needs
for openness and interoperability of the Internet of Things.

The addressability issue is dealt with using the Internet Protocol Version
6 (IPv6), which has a larger address space than IPv4. The length of an IPv6
address is 128 bits, therefore, the address space has 2128 or approximately
3.4 ∗ 1038 addresses, thus being more than sufficient for meeting the need of
unique addresses for the next decades. Furthermore, the previously mentioned
ZigBee and Bluetooth specifications provide extensions to integrate their stack
with the IPv6 protocol[88, 71].

1.2.3 Computer science

Enabling technologies from a computer science perspective cover a wide range
of research area. Back in 1946, the scientists behind the first computer devel-
oped it to perform ballistic computations. The first general purpose computer,
ENIAC (Electronic Numerical Integrator and Computer) was capable of per-
forming all the four basic mathematical operations plus the square root, using
as working memory twenty accumulators, each of which were capable of stor-
ing a ten-digit decimal number. Actually, the first computers were targeted
to do mathematical computation, and their only requirement was the cor-
rectness of the results. When they began to be used to close control loops
around physical systems, only correctness was not enough, since time related
issues have to be taken into account. This motivated the development of real-
time computation[82, 50], which involved the problems of how to schedule
computational tasks so that every job in every task is completed before its
deadline. Many cyber-physical systems applications involve automation and
actuation to a distributed physical environment with soft or hard real time
constraints[43].

Cyber-physical systems can be seen also as a natural evolution of Wireless
Sensor Networks (WSN). Under the flag of the Smart Dust[69] project, it was
given the concept of mote, which is a tiny device capable of sensing, compu-
tation and communication. These motes allowed the attachment of sensors
to the nodes, bringing information about the physical environment into the
interconnected wireless sensor network [92] of computational nodes. When the
nodes in a communication network are connected both to sensors and actua-
tors, one obtains a Wireless Sensor and Actuator Network (WSAN)[87], which
can be seen as a networked control system very similar to the concept of CPS.

Each device involved in a CPS can produce data about its internal state
and measures about the environment in which it is deployed at a very high
rate, thus techniques are needed to manage the huge amount of data coming
from all the devices involved in a large-scale system. Traditionally, computing
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on data requires (i) the data to be completely stored somewhere and available
as a whole and (ii) programs that are able to compute on a large piece of input
data. When the data size is overwhelming, as in CPSs, smarter techniques
need to be used, and the precision of results can be sacrificed in order to
meet time and space requirements. Models and algorithms for dealing with
these so-called data streams are surveyed, for example, in [55] and [4], where
data streams are formally defined and algorithms are presented for statistical
aggregation and for data mining tasks.

A data stream processing algorithm is an on-line algorithm that pro-
duces/updates the result as soon as a new element arrives from a stream.
This requires that the algorithm can process each element only once (or a
fixed number of times), then the processed element must be dropped. On the
contrary, in some applications there is the need to store the data for further
analysis and future uses. The ”Big Data”[18] research topic refers to the col-
lection of techniques that tackles the issues of storing, computing and mining
on this kind of huge data-set, and there is a growing attention in the CPSs
research community to this subject [47].

1.3 Applications

The effect of CPS research can be significant in many application domains,
where large scale systems can exploit a closer integration between computa-
tion and physical processes so as to obtain new control functionalities and
capabilities, or improvements in efficiency, reliability and adaptivity.

1.3.1 Energy Systems

Energy generation, transmission, and distribution for a clean and sustainable
society are high-priority issues that are currently being investigated by both
the industry and the scientific community.

Power electronics, power grid and embedded control form a CPS, whose
design is heavily influenced by fault tolerance, security, decentralized con-
trol and economic, ethical and social aspects. The smart grid[6] is a next-
generation infrastructure for electric power systems that can help to produce,
distribute and use electricity in a cleaner, more cost effective and efficient
manner through the integration of computing, communication and control
technologies. The production and distribution of electric energy can be made
more responsive and reliable through real-time distributed sensing, measure-
ment and analysis. Furthermore, communication and information technology
can contribute to improving the efficiency of overall electric consumption by
encouraging consumers to avoid consumption peak times through a dynamic
pricing mechanism and by providing useful real-time price information to
consumers. Thanks to the infrastructure and mechanism for bidirectional ex-
change of information and electricity, smart grids allow traditional electric
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energy consumers to become providers. Electric energy that is stored or gen-
erated at residential and industrial facilities from renewable energy sources
such as wind and solar power can be sold to other consumers in the neigh-
bourhood or electric power providers. Recent advancement in CPSs for smart
power grid are presented, for example, in [42].

Computing, communication, and control technologies can play an impor-
tant role in improving efficiency in the home and in office building energy
consumption. Appliances, lighting and HVAC (heating, ventilating and air
conditioning) can be more efficiently managed through distributed sensing,
by monitoring inhabitants behaviour and dynamically reacting to human ac-
tivities and weather conditions[83, 95].

1.3.2 Transportation systems

The development of vehicles, mass transit, and traffic systems to address sus-
tainability, efficiency, congestion and safety is an important research issue for
the benefit of our environment, economy and safety. Next generation trans-
portation systems can potentially integrate intelligent vehicles and intelligent
infrastructures. Intelligent vehicles can be equipped with seamlessly integrated
embedded computing systems and in-vehicle networking systems. Vehicles can
exchange information through wireless communication between vehicle to ve-
hicle and vehicle-to-infrastructure. Intelligent mass traffic systems can be more
adaptive to the needs of users. Through these capabilities, vehicles can assist
drivers or even drive autonomously by monitoring and estimating traffic con-
ditions, planning ahead their behaviour, and implementing the plan through
drive-by-wire functionalities such as stability control, speed control, braking
and steering. Intelligent traffic infrastructures can be operated to manage the
throughput of entire traffic systems. Intelligent mass transit systems can be
better adaptive to the need of users.

1.3.3 Healtcare and medical Systems

It is an important challenge to design and develop medical devices and sys-
tems with better efficiency, reliability, intelligence, and interoperability. Med-
ical devices need to be highly reliable; moreover, they should be operated in
a patient-specific manner since patients have different physiological charac-
teristics. Formal models of patient physiological dynamics, and the hardware
and software systems of medical devices, and their interactions, can play an
important role in designing and verifying the safety properties of devices. The
integration of wireless networking and distributed sensing and computing in-
frastructure for interconnectivity and interoperability with medical devices
enables the development of medical systems by which patient physiological
conditions can be diagnosed and treated in a more integrated and intelligent
manner.
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1.3.4 Hydraulic infrastructures

Urban hydraulic infrastructures such as water supply or drainage systems,
can benefit from CPSs so as to make them capable of autonomously adapting
to exceptional events. Water supply systems, when properly equipped with
actuation components, such as pump and gates, and sensors monitoring the
state of the pipelines, can react to pipeline breakages or pressure drops, so as
to favour high-priority buildings such as hospitals or schools. Drainage systems
can use their storage capacity more efficiently, for reducing or avoiding urban
flooding even when heavy rainfall events occur.

1.3.5 Home automation and ambient assisted living

Improving the quality of life for the disabled and the increasing proportion of
elderly people is becoming a more and more essential task for today’s societies.
One way to achieve this goal is by making the home environment a more com-
fortable place to live in, equipping it with sensors and actuators devices that
can be used for monitor and automation tasks. The elderly or physically dis-
abled people can be continuously monitored, and their daily activities can be
properly recognized using relevant sensors data and classification techniques.
Predictive algorithms can be used to anticipate inhabitants’ behaviour so as
to forecast their needs and properly control light and appliances. Exceptional
or risky situations, such as a fall or diseases, can be recognized too, so as to
immediately send alarms to relatives or doctors, and switch off potentially
dangerous appliances.

1.4 Challanges

Owing to their inherent complexity, the design of CPSs is faced with several
challenges and issues, as described in [66][74][16][54].

1.4.1 Heterogeneity

Owing to the nature of many of the possible application contexts, there is
the need to coordinate a large number of heterogeneous devices. If a CPS is
designed for enhancing an existing system, most of the hardware devices previ-
ously involved can still be used in the new system, and only small changes are
allowed. Devices can be heterogeneous in different ways. There are devices
with no computational power on board, that are only simple electronically
controllable sensors or actuators, and more sophisticated, ”smart” devices,
with little or even high computational power on board. Among the latter,
devices can run different operating system, from embedded OS, as TinyOS,
to linux-based or android-based systems. Furthermore, devices can be capable
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of communicating each with a different protocol, which can be even a propri-
etary one. In order to cope with this heterogeneity, integration techniques are
needed, so as to allow all the devices involved to be capable of interact among
themselves and with all the components of the CPS.

1.4.2 Scalability

As CPS may involve large physical infrastructures like transportation systems
or power grids, a large number of physical entities have to be suitably moni-
tored and controlled. Furthermore, a lot of physical applications are subject
to different operating conditions, and the number of signals/measures being
produced and managed can increase or decrease over time. As a result, there is
the need to search for solutions which can scale, allowing a system to operate
correctly and efficiently even under unexpected load peaks. This is more and
more important for highly-critical systems, such as power grids and hydraulic
networks.

1.4.3 Reconfigurability

In its lifespan, a cyber-physical system can change over time. New elements or
devices can be added, e.g. when an urban infrastructure covers a new area, also
obsolete or no longer needed elements can be removed. Furthermore, existing
”smart” elements can need a software update or be physically repaired. When
these changes involve highly-critical systems, a total shut-down for a scheduled
maintenance can be not possible. A CPS must to be reconfigurable with little
or no interruptions in its operations, reducing inefficiencies to a minimum

1.4.4 Cooperation models

Many existing systems exploit a centralized controller, which collects the mea-
sures generated from sensors, processes them so as to produce an actuation
plan, and then transmits the appropriate signals to all the actuators. When the
system requires coordination of a large number of devices, time constrained
processing, and bandwidth limitations, this model does not perform well. De-
centralized cooperation models can be better exploited, where each device be-
haves autonomously on the basis of its local status and exchanges information
with others. Swarm intelligence and bio-inspired strategies can be suitably ex-
ploited for controlling a system in a decentralized fashion, and for the design
of distributed and decentralized clustering and pattern detection algorithms1

that can support the autonomous decisions of the elements involved.

1 Spezzano, G., Vinci, A. (2015). Pattern Detection in Cyber-Physical Systems.
Procedia Computer Science, 52, 1016-1021.
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1.4.5 Human in the loop

In many application domains the operation of a CPS involves a closely inter-
action with people. These interaction can be indirect, when the behaviour of
a system changing the status of an environment affects the people behaviour
(and viceversa), and direct, when these interactions are designed to be part of
the behaviour of a system, as in the Smart Home Environment scenario. These
interactions have to be properly modelled, and communication mechanisms
between human and CPS need to be designed, using graphic applications as
user interface directly embedded on systems devices, web site portals, or even
exploiting existing human oriented systems as social networks2.

1.5 Conclusions

In this chapter, Cyber Physical Systems were over-viewed, defined as smart
systems that encompass computational and physical components, seamlessly
integrated and closely interacting to sense the changing state of an environ-
ment. Technologies enabling this vision have been summed up, and possible
innovative applications listed. Finally, CPSs requirements and challenges, in-
volving heterogeneity, scalability, reconfigurability and decentralization have
been detailed. In the next chapter, a novel platform for large scale CPSs will
be presented, providing solutions to the issues summarized in this chapter.

2 Giordano, A., Spezzano, G., Sunarsa, H., Vinci, A. (2015, May). Twitter to in-
tegrate human and Smart Objects by a Web of Things architecture. In Computer
Supported Cooperative Work in Design (CSCWD), 2015 IEEE 19th International
Conference on (pp. 355-361). IEEE.
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A Smart Platform for Large-Scale
Cyber-Physical Systems1

2.1 Introduction

The increasing use of smart devices and appliances opens up new ways to
build applications that integrate the physical and virtual world into consumer-
oriented context-sensitive Cyber-Physical Systems (CPS) [46, 74, 45] enabling
novel forms of interaction between people and computers. CPS are combina-
tions of physical entities controlled by software systems to accomplish specified
tasks under stringent real-time and physical constraints.

The emerging cyber-physical world interconnects a vast variety of static
and mobile resources, including computing/medical/engineering devices, sen-
sor/actuator networks, swarm of robots etcetera. Examples of CPS applica-
tions include [84] traffic control, power grid, smart structures, environmental
control, critical infrastructure control, water resources and so on. These sys-
tems could be pervasively instrumented with sensors, actuators and computa-
tional elements to monitor and control the whole system. Furthermore, these
devices should be interconnected so as to communicate and interact with each
others and with people.

This scenario is supported by recent technology advancement in the fields
of communication, embedded systems and computer science.

1 - Giordano, A., Spezzano, G., Vinci, A. (2014). Designing Cyber-Physical
Systems for Smart Infrastructures: The Rainbow Platform. ERCIM News,
2014(97).
- Giordano, A., Spezzano, G., Vinci, A. (2014). Rainbow: An Intelligent
Platform for Large-Scale Networked Cyber-Physical Systems. In Proceedings of
5th International Workshop on Networks of Cooperating Objects for Smart Cities
(UBICITEC), Berlin (pp. 70-85).
- A. Giordano, G. Spezzano, A. Vinci, A Smart Platform for Large-Scale
Networked Cyber-Physical Systems. In Management of Cyber Physical Objects in
the Future Internet of Things: Methods, Architectures and Applications, Springer
2016. (to appear)
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The networked cyber-physical world has a great potential for achieving
tasks that are far beyond the capabilities of existing systems. However, the
problem of effectively composing the services provided by cyber and physical
entities to achieve specific goals remains a challenge [46, 74, 1]. Advanced
models and architectures, autonomous resource management mechanisms, and
intelligent techniques are needed for just-in-time assembly of resources into
desired capabilities.

The complexity of a CPS, and the large number of elements involved,
makes data analysis and operation planning a very difficult task. A currently
used approach involves two layers: a physical layer and a remote (cloud) cyber
layer. The physical layer sends sensed data to a remote server, which processes
them and computes a suitable operation plan. Afterwards, the remote server
sends the sequence of operations it must execute to each device on the physical
layer. The reasoning is performed in the remote layer. This solution cannot
be applied when there are constraints on responsivity time, that is, when a
system needs to react fast to critical events that may overwhelm its integrity
and functionality. Communication lag and remote processing can cause delays
that a system simply cannot bear.

A wide variety of applications means a wide variety of devices. Currently,
there is a plethora of different devices, each with its own particular function-
alities and capabilities. There are simple devices without any computational
unit as well as “smarter” devices with high computation power inside. There
are devices with no operating systems and devices with simple or complex
operating systems, such as tinyOS or Android. Our framework is designed to
cope with this inherent heterogeneity.

To addressing the issues described above, our proposal moves on these
main lines:

• Hiding the heterogeneity of CPS by introducing a virtual object layer.
• Moving the computation as close as possible to the physical resources in

order to foster good performance and scalability.
• Introducing a distributed intelligence layer between the physical world and

remote servers (cloud), which can execute complex tasks and horizontal-
ly/vertically coordinate the devices;

• Switching from a cloud-based model to a cloud-assisted one, where the
intelligent intermediate level carries out almost all the real-time control
tasks, whereas the remote cloud level remains in charge of non-real-time
tasks such as offline data analysis or presentation. The information pro-
vided by the data analysis executed by the remote server are used by the
intermediate level to optimize its operations and behaviour.

In this chapter we propose a three-tier architecture (Rainbow) that uses
single-board computers such as the Raspberry PI to connect massive-scale
networks of sensors. This architecture is composed by the Cloud layer, the In-
termediate layer and the Physical layer. Sensors are partitioned into groups,
each of which is managed by a single computing node. These computing nodes
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host multi-agent applications designed to monitor multiple conditions or ac-
tivities within a specific environment.

We present a new integrated vision that allows the designing of a large-
scale networked CPS based on the decentralization of control functions and
the assistance of cloud services to optimize their behaviour. Decentraliza-
tion will be obtained using a distributed multi-agent system in which the
execution of a CPS application is carried out through agents’ cooperation
[33, 48, 49, 13]. The distributed multi-agent system lays the foundations for
properly exploiting swarm intelligence concepts. Swarm intelligence [15, 41]
systems are typically multi-agent systems made up of a population of sim-
ple agents interacting locally with one another and with their environment.
The agents follow very simple rules, and although there is no central control
structure dictating how individual agents should behave, local and to a cer-
tain degree random, interactions among such agents lead to the emergence
of ”intelligent” global behaviour, unknown to the individual agents. Natu-
ral examples of swarm intelligence include ant colonies, bird flocking, animal
herding, bacterial growth, and digital infochemicals. Agents interacting with
cloud services can exploit the analysis, predicting, optimization and mining
scalable capabilities on historical data allowing applications to adjust their
behaviour to best optimize their performance.

2.2 Related work

In the recent years, the world has witnessed a real revolution about people
habit in terms of ability of exploiting high technology solution in everyday
life. This new scenario opens up new challenges regarding how the physical
stuff can be used and integrated with the preexisting digital world. In these
so called Cyber-Physical systems, many physical components collaborate each
other by means of network communications in order to sense and act upon
the physical world. These physical components are enhanced by using compu-
tational resources which supplies them the “smartness” needed to cope with
complex tasks as controlling the physical environment and supporting most
of the everyday human activities [93]. This scenario is supported by recent
technology advancement in the fields of communication technologies, embed-
ded systems and computer science. On the communication technologies side,
new protocols like EPC TDS and IPv6 ensure unique addressability for all the
elements involved in a CPS, while connectivity technologies like IEEE 802.11,
ZigBee, Umts and ZTE, ensure light and fast connection both among the de-
vices and between the devices and the Internet. On the embedded systems
side, the miniaturization and the constant improvement of energy efficiency
of electronic components enables the environment to be easily instrumented
with sensors, actuators and computing devices, while the presence on the mar-
ket of cheap and general purpose single-board computers, like Raspberry PI
[34] and BeagleBoard opens up to new approaches and application scenarios.
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Finally, on the computer science side, the development of new techniques to
analyse a massive volume of data, together with the advances in the fields of
artificial and swarm intelligence, allows us to properly deal with even a large
number of devices.

The inherent complexity of these kind of systems is highlighted in [84],
where cyber-physical issues are summarized in the following topics

• integrate the physical components in the digital world;
• supply each physical component of its own computational capabilities;
• communication and networking issues;
• dynamic reconfiguration;
• human interactions;
• security and reliability.

In order to deal with architectural issues posed by CPS, and well high-
lighted in [46], several frameworks and architectures have been proposed. [26]
proposes Web of Things based framework for CPS where physical sensors
and actuators are universally identified (through URIs) and modelled as WoT
resources. The resources can be accessed by means of remote RESTful invo-
cations. The architecture is built using two key components, CPS Node and
CPS Fabric. CPS nodes are directly connected with physical devices and inter-
connected each other using the CPS fabric, which consists of a set of network
system functions (i.e. routing, admission control, and so on). An Intelligent
Vehicle System is shown as a case of study.

in [51, 56, 38] some middlewares are proposed which implement the per-
vasive computing paradigm in the CPS context. Each one presents a different
framework which allows programmers to design and develop applications by
coding in an high level of abstraction. The code is automatically compiled
and deployed to the suitable computing nodes where sensors and actuators
are managed through a wireless network. In [51], the framework provides an
object oriented model and a rule-based mechanism. The framework also in-
troduces the concept of item which consists in physical entities dynamically
detected by the system on the basis of the values measured by the sensors.
Every time a physical item is identified by a specific set of rules, an associated
software object is properly instanced. [38] proposes a similar approach but
exploiting Matlab.

Several works deal with CPS issues adopting multi-agent paradigms. In [86]
a multi-agent system is used together with an event-based mechanism. In [49],
a framework is described which lies on the semantic agent concept while in
[48] the multi-agent systems is integrated with a service-oriented architecture
(SOA). This work also suggests how well-known and proven swarm intelligence
techniques can be properly adopted for industrial purposes. At last, in [33], an
agent-based middleware for cooperating smart-objects is proposed. An imple-
mentation using JADE is also provided where a topic-based publish/subscribe
protocol is exploited for permitting cooperation among agents.
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2.3 Rainbow architecture

Rainbow is a three-layer architecture designed in order to bring the compu-
tation (i.e the controlling part) as close as possible to the physical part. Since
CPS foresees that physical entities are spread across a large (even geographic)
area, the previous assumption implies the controlling part to be intrinsically
distributed.

Our proposal foresees the use of a distributed agent-based layer in order to
address the aforementioned issues. The agent paradigm has several important
characteristics:

Autonomy. Each agent is self-aware and has a self-behaviour. It perceives the
environment, interacts with others and plans its execution autonomously.

Local views. No agent has a full global view of the whole environment but it
behaves solely on the basis of local information.

Decentralization. There is no “master” agent controlling the others, but the
system is made up of interacting “peer” agents.

Through these basic features, multi-agent systems make it possible to ob-
tain complex emergent behaviours based on the interactions among agents
that have a simple behaviour. Examples of emergent behaviour could refer
to the properties of adaptivity, fault tolerance, self-reconfiguration, etcetera.
In general, we could talk about swarm-intelligence when an “intelligent” be-
haviour emerges from interactions among simple entities . There is a plethora
of bio-inspired swarm intelligence approaches in the literature that could be
properly adopted in the context of CPS. For instances, in section 3.3 we show
a CPS where swarm intelligence is used to map noise pollution inside a city
area, while in chapter 4 a fully decentralized approach for controlling an urban
drainage network is detailed.

Besides involving complex interaction pattern, a cyber-physical application
may requires only a simpler reactive behaviour from agents, where agents’
actions are triggered by new messages from other agents or new event oc-
currences from the physical systems. In section 3.2 an application scenario
concerning a CPS for building automation is detailed, which use only agents
having such kind of behaviour.

Rainbow architecture is shown in Figure 2.1. As it can be seen, the archi-
tecture could be divided into three layers. The bottom layer is the one that is
devoted to the physical part. It encloses sensors and actuators, together with
their relative computational capabilities, which are directly immersed in the
physical environment.

In the Intermediate layer, sensors and actuators of the physical layer are
represented as virtual objects (VOs). VOs offer to the agents a transparent
and ubiquitous access to the physical part due to a well-established interface
exposed as API. VO allows agents to connect directly to devices without care
about proprietary drivers or addressing some kind of fine-grained technological
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Fig. 2.1. Rainbow architecture.

issues. Each VO comprises “functionalities” directly provided by the physi-
cal part. Essentially, a VO exposes an abstract representation (i.e. machine
readble-description) of the features and capabilities of physical objects spread
in the environment. Functionalities exposed by different types of VOs can be
combined in a more sophisticated way on the basis of event-driven rules which
affect high-level applications and end-users.

In summary, as detailed in section 2.3.1, all the devices are properly
wrapped in VOs which, in turn, are enclosed in distributed gateway contain-
ers. The computational nodes that host the gateways represent the middle
layer of the Rainbow architecture. Each node also contains an agent server
that permits agents to be executed properly. Gateways and agent servers are
co-located in the same computing nodes in order to guarantee that agents
exploit directly the physical part through VO abstraction. Instead of trans-
ferring data to a central processing unit, we actually transfer the process (i.e.
fine-grain agent’s execution) toward the data sources. As a consequence, less
data needs to be transferred over a long distance (i.e. toward remote hosts)
and local access and computation will be fostered in order to achieve good
performance and scalability. Furthermore, since agents and Virtual Objects
can be dynamically added or removed, if a system is well designed, it can
be dynamically reconfigured and extended taking into account new physical
objects and desired behaviour.

The upper layer of Rainbow architecture concerns the cloud part. This
layer addresses all the activities that cannot be properly executed in the
middle layer like, for instance, algorithms needing complete knowledge, tasks
that require high computational resources or when a historical data storage is
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mandatory. On the contrary, all tasks where real time access to the physical
part is required could be suitably executed in the middle layer.

2.3.1 Virtual Objects

We address issues about heterogeneity in CPS by introducing the Virtual
Object (VO) concept. VO aims to hide heterogeneity by supplying a well-
established interface permitting the physical parts to be suitably integrated
with the rest of the system.

VO could be defined as a collection of physical entities like sensors and
actuators, together with their computational abilities.

It can be composed of just a simple sensor or it can be a more complex
object that includes many sensors, many actuators, computational resources
like CPU or memory and so on.

In general, VO outputs can be represented by punctual values (e.g. the
temperature at a given point of a room) or aggregate values (e.g. the average
of moisture during the last 8 hours). Also, the values returned by VOs could
be just the measurement of sensors or could be the result of complex compu-
tations (e.g. the temperature of a given point of space computed by means of
interpolation of the values given by sensors spread across the environment).

Furthermore, a VO could supply actuation functionality by changing the
environment on the basis of external triggers or internal calculus.

These different kinds of behaviour that VO can expose must be taken into
account. VO is therefore conceived as a complex object that can read and write
upon many simple physical resources. More in detail, we consider that each VO
exposes different functionalities. Each functionality can be either sensing or
actuating and can be refined by further parameters that dynamically configure
it.

The previous assumption leads to the definition of resource as the following
triplet :

[V OId, V OFunctionId, Params]

Where VOId uniquely identifies the VO, VOFunctionId identifies the spe-
cific functionality and Params is an ordered set of parameter values that con-
figure the functionality.

For example let’s consider a Virtual Room made of sensors for measur-
ing different physical quantities inside a room such as temperature, moisture,
brightness and so on. Suppose now you want to read from Smart Room the
temperature in a given spatial point of the room. In that case the triplet could
be:

[V irtualRoom, temperature, [x, y, z]]

Where x, y and z are the cartesian coordinate of the point of interest.
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Using object oriented terminology, a Resource could be seen as a particular
“instance” of a functionality of a given VO.

Besides read and write operations (i.e. sensing and actuation), it is pro-
vided for VOs to be able to manage events that occur in the physical part. To
that scope, our proposed middleware includes a publish/subscribe component
for managing events in each computing node. Each event is defined by a logical
rule where one or more VOs could be involved.

Each rule is a logical proposition in which the atomic predicates can be of
the following kinds:

- resource < threshold (e.g. temperature < 300)
- resource > threshold
- boolean resource (e.g. the door was unlocked)

Just an example of rule:

(temperature < 100 and brightness >500) or people > 3 or door unlocked

The publish/subscribe manager component is in charge to parse the logical
rule and generate a binary tree made as explained below: each node N of the
tree corresponds to a logical proposition N(). given L and R, the child nodes
of N , their associated logical propositions are respectively L() and R() so that
it results either N() = L() or R() or N() = L() and R(). The radix of the tree
corresponds to the entire rule while the leaves contain the atomic propositions
that is passed to the suitable VOs. A binary tree representation example of a
composed rule is shown in Fig. 2.2.

Fig. 2.2. Example of binary tree of a rule.

A VO is in charge to establish each time when the assigned atomic propo-
sitions are true or false. The logical proposition of a given node is computed
on the basis of the value of its child nodes. The root of the tree is recursively
involved by this bottom-up computation. As soon as the value of the root node
(i.e. the value of the entire rule) changes all the subscriber will be notified.
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All the physical things linked to a computing node together with relative
VOs is enclosed in the Gateway container. The Gateway exposes an interface
to interact directly with the VOs.

Each gateway represents the “entry point” that agents can use to exploit
VOs of the relative computing node.

In the following is described the interface of Gateway that will be used by
the overlying layer:

interface GatewayInterface {

void resourceNaming(String name, VOId voId, VOFunctionId functionId

, VOFunctionParams params);

VOResult check(String name);

VOResult check(String name, VOFunctionParams params);

VOResult acting(String name);

VOResult acting(String name, VOFunctionParams params);

void setRule(Rule rule, String idRule);

void subscribe(String idRule, EventHandler handler);

}

The method resourceNaming assigns an identification name to a given
resource supplied by a given VO. A resource is a specific instance of a func-
tionality of a VO refined by some parameters. In other word, a resource is
the above-mentioned triplet: [V OId, V OFunctionId, Params]. The name as-
signed to a resource via resourceNaming can be used in the other methods in
order to simply identify the resource. Furthermore, the identification name of
a resource is useful to compose the rules in a more human-readable fashion.

The method check reads the current value of the resource identified by
name whereas acting triggers the actuation operation upon the resource iden-
tified by name. Both check and acting methods are of two kinds: the first
take only name as parameter and refers to the resource as it is previously
defined in resourceNaming; the second kind, instead, permits the parameters
of the referred resource to be refined dynamically.

The method setRule permits a complex rule to be published (e.g. (temper-
ature < 100 and brightness >500) or number of person > 3 or door unlocked)
and to assigns an id (i.e. idRule) useful for subscribing the rule afterwards.

The method subscribe permits a previously published rule (identified by
idRule) to be subscribed. The occurrence of the event identified by idRule

will be notified to the handler passed as a parameter to the method.

2.3.2 Rainbow Multi Agent system

The Multi Agent component of the rainbow architecture is made up of the
following entities: Agents, Messages, the Agent Server and the Deployer. Fig-
ure 2.3 shows these entities and how they interact among themselves and with
the Gateway.
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Fig. 2.3. Rainbow multi-agent entities.

The Agent Server is the container for the execution of agents. It offers
functionalities concerning the life cycle of the agents as well as functionali-
ties for agents’ communication. Agent servers are arranged in a peer-to-peer
fashion where each agent server hosts a certain number of agents and per-
mits them to execute and interact among themselves in a transparent way.
In other words, when an agent requests the execution of a functionality, its
host agent server is in charge of redirecting transparently the request to the
suitable agent server. In the following are listed the main functionalities each
agent server exposes:

SEND MSG. Through this functionality, the communication between agents is
performed. The Agent Server is responsible for correctly delivering mes-
sages from the sender agent to the receiver one. If the sender and the
receiver do not belong to the same agent server, the message is forwarded
to the suitable “peer” agent server which is, in turn, engaged finally to
deliver the message. The latter mechanism is showed in figure 2.4(a).

ADD AGENT. It instances an agent to an agent server. Rainbow Multi Agent
system is designed to permit agents to be dynamically loaded to the
agent server they have to belong to. As in SEND MSG operation, agent
servers are in charge for exchanging information among themselves in or-
der to guarantee the ADD AGENT request to be delivered to the correct
agent server. This mechanism is shown in figure 2.4(b). The latter figure
also shows how the code is dynamically loaded exploiting class repository
server. More in detail, when an ADD AGENT request reaches the suitable
agent server, if the agent code is not already available, the agent server
automatically downloads it from a class repository.

REMOVE AGENT. It removes an instance of an agent hosted by an agent server.
This operation also exploits the “forwarding” mechanism described above.
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A Message is the atomic element of communication between agents. It
carries an application specific content together with informations about the
sender agent and the receiver one.

Our architecture provides for specific kinds of message, that are the ac-
quaintance messages. Those messages are used for establishing an acquain-
tance relationship among agents. The acquaintance message carries informa-
tion about the location of a given agent (i.e. location of hosting agent server).
The agent who receives the acquaintance message will use this information
when it needs to send messages toward that destination. This kind of mech-
anism ensures agent behaviour to be completely independent w.r.t. the loca-
tions of agents it has to collaborate with.

For instance, let’s consider that an agent is a computing node intercon-
nected with others by means of a ring network. Each agent, therefore, can
only interact with its previous agent nodes and its next one. Whenever fur-
ther nodes must be connected to the ring network, only the acquaintance
relationships have to be updated. In other words, a third entity can establish
dynamically those acquaintance relationships without resorting to modifying,
re-building or restarting any agent.

In rainbow architecture the entity which is in charge of sending acquain-
tance messages in order to establish the acquaintance network is called De-
ployer. Deployer could be an external process as well as an agent, it can run
during the configuration phase as well as during application execution. The
Deployer concept will be described in details in section 2.3.2.

An Agent is an autonomous entity which executes its own behaviour inter-
acting with other agents via Agent Server. In addition, each agent can interact
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with the physical part exploiting functionalities exposed by the Gateway (i.e.
using the Virtual Object abstraction).

The functionalities of an agent are exposed to its own Agent Server and
Gateway. As said before, Agent Servers are in charge of the “forwarding”
mechanism that eventually ends with the calling of these functionalities, while
the Gateway is in charge of notifying the events that occur in the physical
part. In the following are listed the main functionalities of an agent:

RECEIVE MESSAGE. It is called when there is a Message to be delivered for the
agent.

HANDLE EVENT. It is called by the Gateway to notify that an event is occurred
in the physical part.

ADD ACQUAINTANCE. It is called when there is an acquaintance message to be
delivered to the agent. The implementation of this functionality concerns
the store of the acquaintance relationship between the agent itself and the
agent identified inside the message.

REMOVE ACQUAINTANCE. It is called for removing a previously stored acquain-
tance relationship.

The specific behaviour of an Agent is realized through the implementation
of RECEIVE MESSAGE and HANDLE EVENT functionalities.

Dynamic Deployment and Roles

The deployment of the agents as well as the configuration of the acquaintance
relationships and the start-up of the application are all actions performed by
the so-called Deployer. An external process or even an agent can act as a
Deployer. The deployment phase is typically executed just before the applica-
tion can start properly; however, it is possible to act as Deployer even during
application execution in order to update the configuration dynamically for
hosting new features or adapting to foreseen and unforeseen changes in the
environment. Deployer can be implemented centrally or in a distributed way.
Basically, who acts as a Deployer operates using the ADD AGENT functionality
for deploying a new instance of an agent into an agent server, REMOVE AGENT

for removing a running agent from an agent server. Furthermore, Deployer
is responsible for sending acquaintance messages that eventually end with
calls to ADD ACQUAINTANCE or REMOVE ACQUAINTANCE on the specific agents.
Finally, Deployer is also in charge of sending suitable “start” messages using
SEND MSG in order to start the application properly.

The acquaintance relationship is formally defined by a triplet: [A, B, R]
where A and B are the agents involved in the relationship and R is a Role
label. The triplet above means that agent A knows agent B and that B has
the role R as acquaintance of A. During the execution, an agent exploits the
Roles of its acquaintances to discriminate about how to interact with them.
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As an instance, let’s consider that each agent represents a physical person
in a town. The relationship between two agents could have roles of neigh-
bourhood and/or friendship. A deployer is in charge of configuring those re-
lationships during the initial phase. In addition, as soon as a person changes
home or starts a new friendship, the deployer has to re-arrange relationships
dynamically among agents through sending acquaintance messages. During
the execution of that system, each agent will use roles of neighbourhood and
friendship to discriminate how to interact with other agents. For instance
he/it can exchange information about its district with its neighbours while it
invites its friends to a party.

2.3.3 Cloud layer

In the cloud part a set of Rainbow nodes are deployed and run on a cloud in-
frastructure. Such nodes lack of the Virtual Objects Gateway since, obviously,
there are no physical entities connected. For this reason each node consists
of the only agent server. The communication between the nodes connected
with the physical part and the nodes in the cloud occurs by means of message
exchange (see Section 2.3.2).

Agents located on the cloud nodes act as intermediary between the Rain-
bow MAS and cloud analytics services. The feature of adding new agents at
runtime can be used to link new services in the cloud during the execution of
the system (no reboot is needed).

The Rainbow cloud part is PaaS, namely it provides a software stack and
a set of libraries for the application execution. Anyway, it also can be seen as
SaaS because the Rainbow user, i.e. the application developer, can inject his
application by remotely add the needed agents.

2.4 Conclusions

In this chapter we introduced Rainbow, an architecture that permits an easy
development of large-scale cyber-physical applications. The novelty of Rain-
bow is that it relies on the adoption of a distributed multi-agent layer on
top of the physical part that is, in turn, wrapped in suitable Virtual Objects.
Rainbow aims to hide heterogeneity, cope with complexity and real-time is-
sues. In the future, new intelligent, adaptive and decentralized algorithms will
be explored for developing large-scale cyber-physical applications using Rain-
bow, such as those related to smart cities, power grid, water networks and so
on.

In the following chapters a set of application scenarios that use Rain-
bow will be presented. Chapter 3 shows applications and solution for Smart
Buildings, Ambient Assisted Living and Smart Cities scenarios. Chapter 4 is
entirely focus on a CPS for an urban drainage systems, which implements a
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Intermediate
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Fig. 2.5. Rainbow cloud layer.

novel decentralized approach so as to obtain a behaviour which is effective in
reducing environmental impact of the drainage network.
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Rainbow in action

3.1 Introduction

In this chapter we details the design of four CPS which exploit the features
and capabilities provided by the Rainbow framework in different application
scenarios.

The first one (Section 3.2) is a case study which aims to show our archi-
tecture from a practical perspective so as to better understand and figure out
all the system’s details and concerns a Building Automation scenario..

The second scenario (Section 3.3) concerns the use of the platform for
mapping the noise pollution on an urban area, and shows how Rainbow
can be exploited to run swarm intelligence algorithms in order to realize
CPS applications owning properties such as adaptivity, fault tolerance, self-
reconfiguration.

The third scenario (Section 3.4) proposes a solution for Ambient Assisted
Living in Smart Home environment. The main purpose of this section is to
point out how a knowledge discovery workflow can be realized involving all
the three layers of the proposed architecture1.

The last scenario (Section 3.5) is about the design of a Smart Street en-
vironment. Indeed, this scenario has been physically realized in the city of
Cosenza (Italy).

3.2 Floor control

This section presents an application for monitoring and controlling a floor of
a building hosting offices. Each floor contains a certain number of room.

1 G. Fortino, A. Giordano, A. Guerrieri, G. Spezzano, A. Vinci. A Data Analyt-
ics Schema for Activity Recognition in Smart Home Environments. Proceedings
of9th International Conference on Ubiquitous Computing and Ambient Intelli-
gence (UCAMI 2015) (to appear)
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Fig. 3.1. Floor topology.

Figure 3.1 shows how a generic floor could be. In general, each room con-
tains: doors, desks, chairs and adjustable brightness lights.

Each room is instrumented by some sensors and actuators listed below.

Sensors:

• sensors that detect the opening and closing of doors;
• sensors that detect when a person enters or leaves a room;
• proximity sensors detecting presence of the people in each zone of a room;
• a weight sensor for each chair in order to detect if the chair is currently

used.

Actuators:

• adjustable brightness lights for all zones of a room;
• a display on each desk.

The use of the above described devices, for example, permits adjusting
lights on the basis of people movements, writing informational messages on
displays and so on.

Integration in Rainbow using Virtual Objects

In order to develop the controlling part in a object-oriented fashion, it is
required to integrate the above described physical things with Rainbow mid-
dleware defining the suitable Virtual Object(VO). Each VO abstracts and
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wraps a certain number of sensors as well as actuators. For the sake of sim-
plicity, in this example we chose to design VOs in a human-readable fashion:
virtual desk, virtual chair, virtual door and virtual wall.

The functionalities exposed by these VOs are listed in table 3.1, 3.2, 3.3,
3.4. It is worth to note that each functionality of the virtual wall is parametric:
the zone parameter specifies which area of the room is referred.

Functionality Type Description

lock Sensing Boolean, true if the door is closed

unlock Sensing Boolean, true if the door is open

entry Sensing Boolean, true when a person enter the room through
the door

exit Sensing Boolean, true when a person exit the room through
the door

Table 3.1. Virtual Door.

Functionality Type Description

proximity Sensing detects people near the chair

sitting Sensing Boolean: true when someone sits on the chair

Table 3.2. Virtual Chair.

Functionality Type Description

near people Sensing number of people in the zone (supplied by parameter)

add light Acting increase light brightness in the zone (supplied by
parameter)

less light Acting decrease light brightness in the zone (supplied by
parameter)

light off Acting set off light in the zone (supplied by parameter)

Table 3.3. Virtual Wall.

Functionality Type Description

proximity Sensing detects people near the desk

display Acting show a message supplied by parameter on the display

Table 3.4. Virtual Desk.



40 3 Rainbow in action

Each VO is located on the same computing node where the sensors and
actuators that VO encloses are connected to. A computational node can gen-
erally host VOs that may refer to more than one room. Assuming than we
have only three computational nodes available to monitor and control the
whole floor, we can assign rooms to nodes as in figure 3.2.

Fig. 3.2. Rooms assignment to computational nodes. Each different color identify
a different node.

Multi-agent floor application

The application is designed for managing the floor and its rooms. For each
room a energy-saving light-management is developed which considers people
presence for suitably adjusting the brightness of the various zones of a room.
This control management will also consider if the chairs are utilized or not
in order to better adjust the lights. In addition, it permits a message to be
displayed on a certain desk when needed. All those features are implemented
in the RoomAgent. The code inside the RoomAgent is a typical object-oriented
code where VOs are exploited as simple objects. The code is omitted in this
chapter for sake of brevity.

Besides this room-wise features, the application is also designed for ad-
dressing issues concerning the entire floor (i.e. where more than one room is
involved). For instance, it could be useful to know how many people are in
the floor at a given time in order to properly manage the locking of the main
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door of the floor as well as to shut down all the lights where the floor is empty.
In this example, instead, the knowledge of the number of people is used to
notify a person when he is alone in the floor writing a message on the display
of his desk.

The FloorAgent is designed for addressing the above mentioned issues.
Summarizing, there is a RoomAgent per room and a unique FloorAgent as it
is shown in figure 3.3.
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Fig. 3.3. Logical distribution of agents in the floor.

Deployment of the application

As mentioned before the Deployer is in charge to load the agents upon the
agent servers, to establish acquaintance relationships among them and to start
the application.

In our application, each RoomAgent must be located in the computing
node where the VOs of the relative room belong to.

Conversely, the FloorAgent can be located everywhere in the system (it
has not connection with any physical part), even in a remote cloud node. The
process made by the Deployer is summarized in figure 3.4.

Agent interaction and acquaintance relationships

After loading each agent in the proper location, the Deployer sends acquain-
tance messages to each RoomAgent in order to let them know the FloorAgent.
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Fig. 3.4. Deployment of the agents and their physical distribution on the computing
nodes.

Afterwards, each agent sends an acquaintance message to the FloorAgent in
order to be known by it. This is an example of an agent that acts as Deployer.
Once the deployment phase is completed, the application execution can start.
When a person leaves a room, RoomAgent will be notified by the gateway
and, consequently, will send a message carrying the number of people cur-
rently inside the room to the FloorAgent. The latter will update its people
counter on receiving such a message. When it verifies that there is only one
person in the floor, it will send a message to the relative RoomAgent that, in
turn, will write a message on the desk display.

3.3 Noise pollution mapping

Many environments, such as airports, road works, factories, construction sites,
and other environments producing loud noises, require effective noise pollution
monitoring systems. Noise pollution is a common environmental problem that
affects people’s health by increasing the risk of hypertension, ischemic heart
disease, hearing loss, and sleep disorders, which also influence human produc-
tivity and behavior [79]. For this reason the European Community passed the
directive 2002/49/EC [28], which declares noise protection as one necessary
objective to achieve a high level of health and environmental conservation.
The directive imposes several actions to be made upon member states, in-
cluding the mapping of noise in larger cities via noise maps. On the basis of
these maps, the countries can formulate plans to counter the threat that is
noise pollution.

Noise maps are mostly based on numerical calculations that have shown
to give good estimates of long term averaged noise levels. However, such maps
does not take into account the real-time variation of the noise levels.
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Using the rainbow platform we designed an agent-based, self-organizing
system for the real-time construction of noise maps and identification of the
sources of noise.

Noise sensors are spread into the environment, linked to the computational
nodes, and suitably wrapped inside the VOs. Each agent is directly associated
with a VO representing a noise sensor. During the deployment phase, each
agent is supplied by the knowledge of its neighbours (i.e. agent associated
with a spatially near sensor).

We use a simple self-organizing algorithm, proposed by [13], to let sensor
network to self-organize itself in a region partitioning based on similar sensing
patterns (noise levels). Regions can grow or shrink according to the dynamic
variation of noise levels. Organization in regions occurs by creating an overlay
network made by agents connected by virtual weighted links. Agents belonging
to the same region will have strong links, while agents belonging to different
regions will have weak (or null) links.

In the following the details of the algorithm. Let si and sj be two neighbour
sensor agents. Let n(si) and n(sj) the values of noise sensed by si and sj ,
respectively. Let us assume that a distance function D can be defined for
couples of v values. Region formation is then based on iteratively computing
the value of a logical link l(si, sj) for each and every agent of the system as
in following update link procedure:

Update link:

if(D(n(si), n(sj)) < T{
l(si, sj) = min(l(si, sj) +∆, 1)

}else{
l(si, sj) = max(l(si, sj)−∆, 0)

}
Where: T is a threshold that determines whether the measured values are

close enough for l(si, sj) to be re-enforced or, otherwise, weakened; and ∆
is a value affecting the reactivity of the algorithm in updating link. Based
on the above algorithm, it is rather clear that if D(n(si), n(sj)) is lower than
threshold T , l(si, sj) will rapidly converge to 1. Otherwise it will move towards
0. Transitively, two nodes sh and sk are defined in the same region if and only
if there is a chain of agents such that each pair of neighbours in the chain
are in the same region. From the Rainbow perspective, region information is
stored adding/removing new acquaintance relationships among agents.

In order to properly map the noise pollution, it is necessary that each and
every agent within a region is locally provided with information related to the
overall status of the region. To this end, it is possible to integrate forms of
diffusive gossip-based aggregation [40] within the described general scheme.
The algorithm requires that the agents periodically exchange information with
their neighbors about some local value, locally aggregate the value according
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to some aggregation function (e.g., maximum, minimum, average, etc.), and
further exchange in the subsequent step the aggregated value.

3.4 Smart Home2

In the following, the design of a possible Smart Home Environment using the
Rainbow platform is shown, which use the three layers of the architecture to
execute activity recognition and discovery tasks.

Smart Homes [14] are advancing as a disruptive trend in the literature. Re-
garding Smart Homes, much progress has been made in the past few years on
several fields: Home Automation and Domotics [5], Energy Optimization [81],
Distributed Sensing and Actuation [32], Activity Recognition [68], Ambient
Assisted Living [57] [29], Indoor Positioning Systems [70], and Home Secu-
rity [73].

A very important and interesting application scenario for Smart Homes
has emerged in the last few years. Given the growth in population age, more
and more elderly people living alone require assistance 24/7. Activity Recog-
nition [68] using data mining techniques can be successfully adopted for this
purpose. Indeed, applying these techniques on data coming from the home en-
vironment permits us to recognize and analyse human activities in real time
and, eventually, to send alarms to relatives or doctors of the monitored person.

Nowadays, Smart Homes is an important research field both in academia
and in industry [14]. One of the major challenges in the realization of these
applications is interoperability among various devices and deployments. Thus,
the need for a new architecture - comprising smart control and actuation - has
been identified by many researchers. In this context, the increase of an ageing
population means a growth in the need to implement Activity Recognition [67]
in Smart Homes. Several works have been done in this direction.

The authors of [39] introduce an activity recognition system for single per-
son smart homes using Active Learning. They apply data mining techniques
to cluster in-home sensor samplings so that each cluster represents a human
activity. The users have to label each cluster with the corresponding activity so
as to allow the system to learn how to recognize future activities. The system
has been designed to detect not only single but also overlapping activities.

In [68] [21] the authors present an automatic approach to activity discovery
and monitoring for assisted living in a real world setting. It does not use
supervised methods for activity recognition, but it automatically discovers
activity patterns. Moreover, the system is designed to discover variations in
such patterns and is also able to handle real life data by dealing with different
sensor problems.

2 G. Fortino, A. Giordano, A. Guerrieri, G. Spezzano, A. Vinci. A Data Analytics
Schema for Activity Recognition in Smart Home Environments. Proceedings of9th
International Conference on Ubiquitous Computing and Ambient Intelligence
(UCAMI 2015) (to appear)
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The work in [85] shows a prototype used to forecast the behaviour and
health of the elderly by monitoring the daily use of appliances in a smart home.
Elderly people perform activities at regular intervals of time. When daily
activities are performed regularly, it means that the elderly man/woman is in
a state of good health. In this work, Predictive Ambient Intelligence techniques
are used involving the extraction of patterns related to sensor activations.

In [19] the authors introduce an ontology-based hybrid approach to activ-
ity modelling that combines domain knowledge-based model specification and
data-driven model learning. Central to the approach is an iterative process
that begins with “seed” activity models created by ontological engineering.
The “seed” models are deployed, and subsequently evolved through incre-
mental activity discovery and model update. The rationale of this work is
to provide (on single-user single-activity scenarios) generic activity models
suitable for all users and then to create individual activity models through
incremental learning.

The aim of this section is to show how the Rainbow platform can be used
in the context of Smart Home Environment for Activity recognition tasks,
allowing:

• cloud-assisted integration between environmental sensory data with data
coming from wearable sensors which permits the better detection of human
activities;

• the possibility of dynamically evolving the classification model by adding
or updating classifiers as soon as new activities are discovered;

• an easy integration of different kinds of smart home applications with the
activity recognition one.

3.4.1 Knowledge discovery workflow for home activity recognition.

Even though the Rainbow architecture can be effectively used in many smart
home application domains, as the one detailed in section 3.2, this section is
mainly focused on the activity recognition task because it can be suitably
exploited to analyse human behaviour so as to realize and prevent dangerous
situations which may occur in home environments. The activity recognition
knowledge discovery workflow of the Rainbow architecture is presented in the
following.

Figure 3.5 shows the four main tasks for the in-home activity recognition:
data acquisition, feature extraction, activity discovery, activity recognition. The
data acquisition task consists in collecting the sensor data from the home
environment. The feature extraction task is focused on filtering the acquired
data in order to extract the relevant information which is then rearranged and
passed to the activity discovery and activity recognition tasks. The activity
discovery task uses the features to discover new previously unknown activities
in order to enlarge the knowledge thus dynamically producing new classifiers.
These classifiers are eventually used by the activity recognition task which is
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Fig. 3.5. Activity recognition tasks flow. Each task is executed in a different layer
of the Rainbow architecture, as labeled.

in charge of processing the features and recognizing the high level activities
in real time.

Each task is carried out in a different layer of the Rainbow architecture
(Figure 3.5). In particular, the data acquisition task is assigned to the Vir-
tual Objects layer, the feature extraction is carried out by extractor agents.
The activity discovery task is assigned to the Rainbow cloud part. Indeed, it
typically involves complex data mining algorithms so it can suitably exploit
the large computational resources of the cloud technologies. The activity dis-
covery task produces as output new classifier agents which are dynamically
deployed on the agent servers. These agents run in the computational nodes
physically placed in the home environment so they can classify the activities
fast enough to fulfil the real time requirements.

3.4.2 Ambient assisted living

In the following, the setting scenario will be detailed, inspired by the CASAS
project [21]. The setting concerns a single apartment, which is instrumented
with various proximity sensors. Each sensor provides boolean information
(on/off) on the presence of someone in its sensed area. The apartment com-
prises five rooms: a kitchen, a dining room, a living room, a bedroom and a
bathroom. In addition, the person who lives in the apartment always wears
wearable sensors consisting of three axis accelerometers. Each room hosts a
fixed Rainbow node to which the environmental sensors are connected. A
mobile Rainbow node, e.g., a smart-phone always carried by the person, can
receive all the data of the wearable sensors.
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Figure 3.6 shows the main logical flow involved in this application sce-
nario. At the bottom, two activity recognition processes are designed to be
continuously executed: the first uses the environmental sensors’ data (i.e. the
proximity sensors) to recognize daily activities, while the second uses the
wearable sensors to recognize the body postures of the apartment inhabitant.
These two tasks will feed a single log, composed of triplets 〈 DATE, TIMES-
TAMP, ACTIVITY 〉, as shown in Figure 3.6. In this log, an activity could be
both a daily life activity, such as cooking or watching tv, or a body posture,
such as standing still or sitting.

A third component has been designed to use this log in order to detect
anomalies so as to produce alerts through the exploitation of a set of high
level rules.

Fig. 3.6. Case study main flow

Mining on environmental sensors data

The use of the algorithms presented in [39] is proposed to recognize daily
activities in the presented setting. A general schema of activity recognition has
been given in Figure 3.5. The data generated from ambient sensors produce
events represented by a quadruple:

{DATE, TIMESTAMP,SENSORID, STATUS}
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which represents a status change (on/off ) of the sensor identified by SEN-
SORID, at the time DATE,TIMESTAMP.

The raw data are then processed by collecting consecutive sensor fir-
ings segmented per room. The result of this operation is a list of occupancy
episodes, in the form of (roomID, startTime, duration, usedSensors), where
roomID uniquely identifies a room, startTime is the beginning time of the
occupancy episode, duration is how long the episode lasts, usedSensors is the
set of the sensors that was used during a particular occupancy episode.

These episodes are the features that feed the activity discovery and recog-
nition tasks.

The activity discovery task uses the frequent itemset mining Apriori algo-
rithm for identifying the relevant occupancy episodes which are then clustered
[39]. The output of this task is a set of clusters, which can be updated over
time. Each cluster is represented by a tuple (UsedSensors, MeanStartTime,
MeanDuration) which needs to be manually labelled.

The set of labelled clusters constitutes the model for the activity recogni-
tion task, where each new occupancy episode is assigned to the most similar
cluster, and will be used to feed the previously introduced activity log (see
Figure 3.6).

Mining on wearable sensors data

In order to achieve the previously described goal, wearable sensors are de-
signed to send periodically to their Mobile Rainbow Node a set of features
directly calculated on the accelerometer sensor nodes [31]. These features will
be selected in the activity discovery/training phase through the SFFS [65]
algorithm as already proposed in [31]. The chosen features act as input to
the activity recognition system, designed in a Rainbow Agent, which will
run a classifier recognizing the body postures and movements defined (i.e.
standing still, sitting, laying, walking, falling down). Among the classification
algorithms available in the literature, a K-Nearest Neighbor (KNN)-based
classifier [23] will be used. The output of the KNN will be calculated every
second to have in the Rainbow Agent a real-time update. Instead, the activity
log introduced above will be fed everytime an update in the body posture is
ready.

Rules

The activity log, fed by both the environmental and the wearable sensors
activity recognition tasks, represents the knowledge base of an expert system
(composed of a set of collaborating Cloud Agents) which is able to produce
alerts on the basis of a set of high level rules.

In the following some simple inference rule examples are listed:
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Condition One Condition Two Alert
Cooking Lying faint
Shower Lying faint
Night Too long Standing Still illness
Toileting Too long sitting illness
Any Activity Falling down accidental fall or faint

Whenever a Cloud Agent detects that one of these rules is satisfied, it will
generate an alarm to notify an anomaly event. This feature of the system is
particularly important in a Smart Home environment where elderly assistance
is performed. A wider set of alarms can be defined at cloud level based on the
specific habits of people living in a smart home.

3.5 Smart Street Cosenza

In the context of the Res-Novae3 project, a smart street environment has
been designed and implemented in the city of Cosenza (Italy), exploiting the
features of the Rainbow platform. This smart environment is called Smart
Street Cosenza. The goal is to furnish the city with an IT infrastructure which
provides services to the citizens, and which can be further extended over time,
either covering new areas or providing new features and functionality. The
target areas for a first deployment are shown in Figure 3.5 and are located in
the centre of the city. Specifically, the infrastructure covers: (A) a Bus Station,
(B) a square, (C) the main commercial street of the city, (D) part of one of
the main driveways and (E) the area around a commercial centre.

Over the chosen areas, a set of thirteen computational nodes (Figure
3.8(a)) and seventy wireless sensors nodes (Figure 3.8(b))are deployed. Each
computational node consists of a Raspberry Pi mod.2 board, is mains pow-
ered, and hosts the Rainbow middleware. Each sensor node has a battery
embedded and is powered by a solar panel. Sensor nodes can be of two types:
type A nodes host noise, temperature, relative humidity and luminosity sen-
sors, and type B nodes host air quality sensors, measuring the concentration of
CO, CO2, NO and O3. All the sensor and computation nodes are connected
using a wifi network infrastructure, also deployed in the same areas.

Currently, the described CPS infrastructure hosts an application devoted
to real-time monitoring the status of the areas involved. Raw measures are
collected by the computational nodes, then filtered and aggregated and finally
sent to a remote server that stores the data in a DBMS. A web portal is avail-
able showing geo-referenced sensor measures as well as aggregated information
indexes such as Simmer Summer Index (SSI), Humidex and Air Quality Index
(AQI). This information is available to the citizens, who can use it to figure
out how much the different areas are comfortable and healthy, to the city

3 The RES-NOVAE - “Buildings, roads, networks, new virtuous targets for the
Environment and Energy” project is funded by the Italian Government (PON
04a2 E)
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Fig. 3.7. Smart Street Cosenza: target areas.

administrator, who can monitor critical climatic or pollution events, and the
research community, who can use it for further investigations and analysis.

3.6 Conclusions

In this chapter, solutions are shown for different applications scenarios in the
context of Building Automation, Ambient Assisted Living and Smart Cities, so
as to highlight how the features and the capabilities of the proposed framework
can be exploited for the design and the implementation of cyber-physical
systems.

In the following chapter, a novel CPS for managing an urban drainage
network is detailed and discussed. The proposed CPS is capable to provide
an optimized behaviour to the drainage network, which is capable of reducing
effectively both urban flooding and combined sewer overflow phenomena, as
well detailed in the experimental section.
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(a) (b)

Fig. 3.8. Smart Street Cosenza. (a) Computational Nodes; (b) Sensors nodes. Green
locations host one type A node and one type B node, blue locations hosts only a
type A node.
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A distributed real-time control system for
mitigating CSO and flooding in urban drainage
systems1

4.1 Introduction

Climate change and exponential reduction of pervious surfaces in urban catch-
ments have led to an increase in the frequency and magnitude of two undesired
phenomena which negatively affect human life, economic assets and the envi-
ronment: (i) local flooding and (ii) combined sewer overflows (CSOs)[59][62].

Urban flooding occurs when the urban drainage system (UDS) becomes
drastically overloaded during extreme rainy events, causing untreated com-
bined sewage and storm water to back up into basements and to overflow
from manholes onto surface streets. This phenomenon is generally worsened
by obstructions in conduits and manholes due to an infrequent maintenance.

CSO [60][63] takes place when the wastewater treatment plant (WWTP) is
not able to treat the wastewater delivered by the UDS. Specifically, the sewage
and wet weather flows that exceed the WWTP treatment capacity. Specifi-
cally, the sewage and wet weather flows are conveyed through the UDS to the
WWTP until the maximum treatment capacity is reached. The exceedance of
the water flows are discharged directly into the receiving water bodies, such
as rivers or lakes, without receiving any treatment. As a consequence, CSO is
one of the major contributors to water pollution experienced in rivers, lakes
etc.

In accordance with the European Water Framework Directive (WFD) and
the EU Flood Directive (2007/60/EC), measures need to be adopted to man-
age stormwater volumes efficiently by reducing CSOs and preventing urban

1 - Giordano, A., Spezzano, G., Vinci, A., Garofalo, G., Piro, P. (2014). A Cyber-
Physical System for Distributed Real-Time Control of Urban Drainage Networks
in Smart Cities. In Internet and Distributed Computing Systems (pp. 87-98).
Springer International Publishing.
- Garofalo G., Giordano A., Piro P., Spezzano G., Vinci A. A distributed real-
time control system for mitigating CSO and flooding in urban drainage systems.
Submitted to Environmental Modelling and Software Journal in 2015
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areas from sewer flooding. For this purpose, offline storage facilities, which
temporarily accumulate stormwater volumes, are widely used, even though
they are often overly expensive due to the high construction and maintenance
costs. In contrast, approaches aiming at temporarily accumulating stormwater
volumes directly in the existing UDSs have been also developed thus avoiding
large investments [78][10][12]. These approaches are supported by the fact that
the UDSs are typically designed by taking into account a set of safety factors.
In particular, conduits are intentionally designed to be larger than required
in the case of typical network working conditions. Basically, the UDS is man-
aged by a real-time control (RTC) system which requires the network to be
embedded with sensors and actuators permitting the network to be real-time
monitored and regulated so as to adapt to the different rainfall events [27][2].
In particular, physical layer information is collected by sensors and sent to
the control component which elaborates an optimized actuation strategy so
as to ensure the desired UDS working behaviour.

Many works in the literature focus on RTC based on a centralized ap-
proach. For instance, in [64] a centralized optimal control system has been
implemented which decreased CSO volumes at four overflow sites by more
than 85% for seven rainfall events. However, according to [64] most current
RTC implementations are limited to local reactive or supervisory control. In
[36] the centralized control is modelled as an optimization problem and is able
to obtain a significant improvement in reducing CSOs in comparison with a
conventional base case scenario. In [78] the centralized RTC is applied to some
real cases with a global overflow volume reduction per site varying from 40%
(Sute) to 100% (Dijon), and a global reduction per event close to 70% on
average.

In those studies, as the control system is fully centralized, several issues
arise due to the large amount of data to be read, managed and processed.
Using a typical centralized monolithic approach, all sensory data are sent to a
central unit that elaborates a suitable strategy based on a comprehensive net-
work model thus producing commands for the actuation part. This approach
tends to be very reliable, but it has some drawbacks: (i) it requires a complex
mathematical model of the network (ii) all physical parts (sensors and actua-
tors) need to be connected with and reachable by the remote central unit and
(iii) communication times can be too long to capture dynamic changes on the
physical part correctly [12].

Conversely, in this chapter a CPS implementing a distributed real-time
control (DRTC) system is adopted, exploiting the Rainbow framework pre-
sented in Chapter 2, and specifically a gossip-based algorithm. The UDS is
equipped with electronically moveable gates and a set of water level sensors
spread across the network. All the gates are locally controlled by Proportional
Integrative Derivative (PID) controllers which are globally orchestrated by the
mentioned gossip-based algorithm thus achieving an optimal hydrodynamic
behaviour in terms of CSO and flooding reduction. The case study is the
UDS of the city of Cosenza (Italy), which is modelled by using the SWMM



4.2 Methods 55

simulation software. The SWMM model permits an accurate simulation of
the hydrological and hydraulic behaviour of the UDS during both dry and
wet weather conditions. SWMM simulation software has been customized in
order to allow it to be integrated with an external real-time control module.
Experiments, conducted using a set of 15 extreme rainfall events recorded in
the years 2011-2015, show an substantial reduction of both CSO and flooding
when the proposed approach is exploited.

4.2 Methods

4.2.1 The structure of an urban drainage system

An urban drainage system (UDS) aims at collecting and delivering the com-
bined wastewater (sewage and wet weather flows), coming from the urban
catchment, to a wastewater treatment plant (WWTP). A UDS physically con-
sists of a series of junctions, conduits, weirs and storage units [53], which, in
most cases, forms a dendritic structure. Indeed, the network typically follows a
tree structure, in which a series of sub-networks (branches), with smaller pipes,
converges into a main network (trunk), consisting of larger collector conduits.
Sequentially, each sub-network (branch) in turn follows a tree distribution.
Finally, all conduits are linked to one final collector pipe, which ends with
the outfall of the network, delivering the wastewater to the WWTP. Overflow
structures are used to direct the combined wastewater volumes which exceed
the capacity of the WWTP directly into receiving water bodies. When the
UDS follows, instead, a fully looped structure, it can be converted into a tree
network by a loop-by-loop cutting algorithm for modelling purposes [80].

4.2.2 Drainage network instrumentation

In order to achieve the proposed goals, the network requires the following
equipment: (i) sensors, one water level sensor per conduit and a flow sensor
on the outfall; (ii) computational nodes, which can host and execute the dis-
tributed control algorithm 2 ; (iii) down-hinged moveable gates, which can be
real-time regulated electronically.

The computational nodes dynamically regulate the gates according to the
information acquired by the sensors in the neighbour areas. Each computa-
tional node has a partial view of the network as it can read only from the
sensors, and actuate only on the gates, which are located in its spatial neigh-
bourhood, i.e. the sensors/gates it can physically reach. In addition, each
computational node communicates only with its neighbour peer nodes. The

2 the computational nodes can be custom-built devices or single-board computers
such as Raspberry pi or Beagleboard which can be effectively distributed inside
the network because they have low energy consumption and small size.
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computational nodes are distributed throughout the network in order to cover
all the points of interest, i.e. the sensors and the gates. The nodes read data
from the sensors and collectively process the acquired information in order
to trigger suitable actuations on the gates. The collective computation of the
network of nodes supplies the gates with an “intelligent” behaviour.

Fig. 4.1. The down-hinged movable gate

The electronically moveable gates are made up of mobile plates rotating
around a horizontal hinge placed on the bottom of the conduit3, as shown
in Figure 4.1. The gate is completely closed when the plate rotates in a per-
pendicular position with respect to the flow direction. Conversely, the gate is
fully open when the plate is parallel to the flow. When the gate is closed, the
opening area is null and no flow rate is delivered from the node. An interme-
diate position of the gate corresponds to a partial opening degree. The gates
allow utilization of the full storage capacity of the conduits by accumulating
the excess stormwater volume in the less overloaded parts of the system [17].

4.2.3 Distributed control of urban drainage network

This section details our approach for reducing: (i) flooding phenomenon and
(ii) CSO problem. The flooding issue is tackled by balancing the water level
throughout the conduits of the network so as to reduce flooding in the most
overloaded conduits at any given moment. In other words, balancing the water
level means that the underloaded conduits are triggered to store additional
water in order to help the overloaded conduits when they are about to over-
flow. The CSO problem is addressed by extending this strategy, taking into
account also the flow at the outfall as will be better clarified in section 4.2.3.

Based upon the description reported in section 4.2.1, a drainage network
can be formally seen as a graph (V,E) of nodes v ∈ V connected by edges

3 The top-hinged gate was avoided to prevent high speed flow under the plate,
which may re-suspend the sediment material at the bottom of the sewer pipes.



4.2 Methods 57

e ∈ E. More specifically V comprises Junctions j ∈ J , Inlets l ∈ L and Outlets
o ∈ O. E is made up of Conduits c ∈ C. Junctions are just intersection points
for conduits. Inlets are nodes where runoff enters into the system. Outlets are
the points of the network where water is discharged into a river, lake, reservoir
and so forth. Conduits are pipes of different cross-sectional shapes where the
water flows [30].

In the following we introduce an enhanced version of the model used in
our approach for achieving the proposed goal of balancing the conduits’ water
level. This refined model is based on some other features which are inherent
to drainage networks. Firstly, in a typical urban scenario, the whole drainage
watershed can be broken down into several, not connected, networks in which
each network comprises only one outfall. In addition, each network is likely
to be modelled by a tree structure. Indeed, we can see a network as a main
channel and a set of sub-networks which are connected, through junctions,
to different points of the main channel. Each of these sub-networks can be
defined recursively in the same way. Finally, it can be assumed that inlets are
located in the “leaves” of the tree. A very simple drainage network is outlined
in Figure 4.2(a).

Cunduit

Junction

Inlet

Outlet

(a) A simple drainage network
scheme

Sub-network

Sub-network

Sub-network

(b) Recursive definition
of drainage network

Fig. 4.2. Drainage network structure

On the basis of the previous considerations we formally define a drainage
network as follows. Firstly, we define Most Simple Drainage Network (MSDN =
(c, l)) as a network only made up of one conduit c ending with inlet node l.
Then, we define a generic drainage network DN as either just an MSDN or
a couple (M,S) where M represents the main channel and S a set of DNs
defined in the same way. A main channel M is an ordered set of conduits in
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which each conduit is linked with the next one through a junction. The last
conduit optionally ends with an outlet node. Figure 4.2(b) shows graphically
this recursive definition. Figure 4.3(a) and 4.3(b) show respectively: a case
of a realistic network and the sub-networks, surrounded by dashed lines, as
results from the above definition. We also define Degree of a DN as a function
Degree(DN) defined as:

Degree(DN) =

{
0, if DN is a MSDN

1 +maxs∈S(Degree(s)), with DN = (M,S)

The recursive definition of a drainage network permits us to extend an
optimization strategy conceived for simple networks (such as the one shown
in Figure 4.2(a)) also for complex/general scenarios as will be better specified
in the following. Basically, given the physical complex drainage network, we
firstly generate a set of simpler logical networks, afterwards, we execute the
“simple network” optimization strategy on each of these generated network
and then we obtain the optimal behaviour to be actuated in the original
network. For this purpose we firstly define, for a given network DN , the set
nets(DN) as follows:

nets(DN) =

{
∅, if DN is a MSDN

{DN} ∪
⋃

si∈S nets(si), if DN = (M,S)

Then, starting from nets(DN) = {dni} with dni = (Mi, Si), we generate
the set GN = {gni}, in which each gni = (M ′

i , S
′
i) is given by the following

formulas:

M ′
i =

{
Mi, if i = 0

Mi ∪ oi, elsewhere

S′
i = {msdnk = (ck, lk) : ∀dnk ∈ Si}

The intuitive idea concerns replacing the set of sub-networks Si = dnk
with a new set S′

i made up of only MSDNs. In particular, each dnk ∈ Si

corresponds to an msdnk = (ck, lk) ∈ S′
i. M

′
i is Mi plus oi outlet node ex-

cept for i = 0, since the top level sub-network already hosts an outlet node.
As a result, starting from a complex network we generate a set of networks
with 1 degree. Our approach relies on the assumption that the optimization
algorithm, tailored for one degree networks, when executed simultaneously on
all the generated networks permits us to find the global optimal behaviour
for the original network. In other words, balancing the water level in all the
generated networks means balancing the water level in the original network.
This assumption holds only if the separated executions are kept consistently
linked. Basically, it must be ensured that during the advancement of the ex-
ecution the incoming flow of the generated inlet nodes lk is set to be equal
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(a) Network
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(c) Networks generated

Fig. 4.3. Sub-networks in a realistic case

to the outcoming flow of the corresponding outlet nodes oi=k (i.e., the outlet
nodes of the networks gnk).

For instance, let’s consider the network of Figure 4.3(a) and its set of gen-
erated networks gn1..6, shown in Figure 4.3(c), where the balancing algorithm
runs. The i1..6 water levels, which correspond to the o1..6 water levels, are
involved in both gn0 balancing operation and gn1..6 balancing operations at
the same time. As a consequence, the balancing operations of all the generated
networks, even if executed separately, results in a global balancing.

The optimal behaviour we want to actuate on the drainage network con-
sists in balancing the water level throughout the conduits of the network. In
the following we firstly describe how to place the gates inside the network,
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afterwards, we details the multi-agent algorithm which is executed on each
generated network.

The gates are located at the points of the network where sub-networks
are connected to the main channel. Figure 4.4(a) shows the logical places for
inserting the gates, while Figure 4.4(b) shows the gates insertion in a case of
a realistic network.

Sub-network

Sub-network

Sub-network

 Gate

(a) Logical (b) Realistic case

Fig. 4.4. Gates positions

As said before, each computational node has a partial view of the network
as it reads only from sensors located in its spatial neighbourhood, i.e. the
sensors it can physically reach. In the same way, it can actuate only on its
neighbour gates. On the basis of the previous considerations our proposal lies
in using a distributed agent-based architecture [91]. The agent paradigm has
several important characteristics:

Autonomy. Each agent is self-aware and has a self-behaviour. It perceives the
environment, interacts with others and plans its execution autonomously.

Local views. No agent has a full global view of the whole environment but it
behaves solely on the basis of local information.

Decentralization. There is no “master” agent controlling the others, but the
system is made up of interacting “peer” agents.
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Through these basic features, multi-agent systems make it possible to ob-
tain complex emergent behaviours based on the interactions among agents
that have a simple behaviour. Examples of emergent behaviour could refer
to the properties of adaptivity, fault tolerance, self-reconfiguration, etcetera.
In general, we could talk about swarm-intelligence [15] when an “intelligent”
behaviour emerges from interactions among simple entities.

In the case of drainage networks, the property of fault tolerance is partic-
ularly useful since the system needs to continue to operate properly even if
unexpected conditions occur, such as obstructions and blockages, which may
reduce the hydraulic capacity of the system.

Our proposal considers one agent per gate. Each gate-agent runs on one of
the computational nodes covering the specific gate, it can perceive the local
water level and communicate with the neighbouring gate-agents in order to
elaborate a proper actuation strategy for its gate. Another agent, called outfall
agent, is logically associated with the outlet node, it behaves the same as other
agents except for the actuation part, indeed, it is not associated with any gate.
Figure 4.5 gives an intuitive idea of the agents’ role in the generated networks.
For each generated network, the algorithm consists in real-time balancing the
water level perceived by the agents. Given that the conduits have different
sizes, the water level is normalized with respect to the height of the conduit.
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Fig. 4.5. Agents in generated networks

This water balancing is achieved by means of agents continuously executing
two tasks:
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Task 1. figuring out collectively the average of the water level in the network.
Task 2. each agent triggers its specific gate in order to bring the water level

closer to that average.

Given that an agent has no global knowledge of the network, i.e. it does
not know the water level in each point of the network, Task 1 is accomplished
by exploiting a gossip-based algorithm summarized in section 4.2.3. This kind
of algorithm also supplies the previously mentioned fault-tolerance property.
Anyway, even if we knew the optimal water level to set, we would not know
how to tune the gate so as to achieve it. Indeed, the relationship between
the actuation upon the gate (i.e. its opening degree) and the actual change
of water level is determined by the structure of the whole network and the
dynamics of the water flowing through the system, so it is very hard or even
impossible to deduce a tractable mathematical model for it. For this reason
Task 2 is accomplished exploiting a PID controller as explained in section
4.2.3.

Task 1: Gossip-based aggregation

In a Gossip-Based Algorithm [40] there are many nodes interconnected
through a network. Each node possesses some numerical values and can ex-
change information only with a limited set of peer nodes (i.e. its neighbour-
hood). The goal of this kind of algorithm concerns estimating global aggregate
values such as average, variance, maximum and so forth, despite only local
communication being possible.

Basically, in the case of average aggregated value, each agent maintains
its current measured value and its local average (initially set to the mea-
sured value). The algorithm consists in continuously exchanging local averages
among neighbour nodes. Each time a node receives the average of a neighbour
node, it updates its local average (just applying average operator). Values ex-
changes and local computations are done continuously for enough steps so as
to ensure that each local average, computed at every node, converges to the
actual global average (the algorithm convergence is proved in [40]).

In our approach, we run the gossip-based algorithm for computing the av-
erage of the degree level as measured by all the agents of a generated network.
When the algorithm converges, the estimated average value is exploited by
each gate-agent for tuning its gate so as to bring water levels closer to that
average (Task 2 ). Afterwards, a new iteration begins, consisting in: measuring
the new values of the water level, running the gossip-based algorithm until
the convergence is reached again, using the computed value for the actuation
part, and so on and so forth. Running this process continuously ensures the
fault-tolerance property mentioned before because even if an unforeseen event
dramatically changes some structural properties (as in the case of: obstruc-
tions, blockages, damages etc.) the algorithm is able to pass smoothly from
the previous computed optimal value to the new one.
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Task 2: tuning gates through PID controllers

Once an agent knows the global water level through the previously described
“gossip-based aggregation”, there remains the problem of appropriately tuning
its gate so as to reach that “desired” level.

This issue is addressed using the well-known controlling technique called
Proportional Integral and Derivative (PID) control [9] which, indeed, can be
used when you do not know an exact mathematical model of the system you
want to control.

A PID controller is a control loop feedback mechanism where an error value
is computed as the difference between a measured output of a process and the
desired value (setpoint) (see Figure 4.6). The controller tries to minimize this
error, appropriately tuning the actuator device.

P

I

D

Process

Fig. 4.6. PID controller

The setting of the actuator device is determined by three effects, suitably
tuned by three parameters: the proportional one (P), the integral one (I) and
the derivative one (D). P is determined by present error, i.e. the absolute
error computed at the current evaluation. D measures the foreseen error, i.e.
the expected error in the next step, computed deriving the error signal, while
I represents the integral effect, a measures of the historical behaviour of the
error signal. The following equation defines a general time-continuous PID
controller.

u(t) = Kpe(t) +Ki

∫ t

0

e(τ)dτ +Kd
d

dt
e(t)

Where e(t) = setpoint(t)−output(t); u(t) is the controller output at time t, i.e.
the actuation signal;Kp,Ki,Kd are three constants which refer respectively to
the proportional, integral and derivative effects. These parameters are tuned
adopting the well-known ZieglerNichols method [96].

In the case of this study, each gate of the drainage network is controlled by
a PID implemented by the gate-agent. u(t) represents the degree of opening of
a gate, output(t) is the actual water level of its related conduit and setpoint(t)
is the “desired” water level, i.e., the average computed by Task 1.
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CSO Reduction

The approach described so far focuses only on reducing the flooding phe-
nomenon. Anyway, the approach can be slightly enhanced so as to address
the CSO problem as well. As described in the introductory section, CSO oc-
curs when the water flow on the outfall node exceeds the capacity of the
treatment plant. For this reason the CSO issue can be tackled by controlling
the water flow on the outfall node. Basically, we introduce an additional gate
placed at the outfall and the outfall-agent is extended as to control the flow
of the new inserted gate. Keeping the flow level under a certain desired value
results unavoidably in increasing the water level which can cause local flood-
ing. Fortunately, the algorithm described before is able to ensure a balanced
water level throughout the whole network. In other words, when the water
level on the outfall increases due to the flow control, the rest of the gates are
triggered to store more water thus helping the outfall to decrease properly its
local water level.

The latter consideration suggests that increasing the number of gates can
results in further improving the CSO reduction. The experimental section 4.3
will show that adding more gates can effectively improve the CSO reduction
for the selected rainfall events.

4.2.4 SWMM

In this work the drainage network is simulated using the software StormWa-
ter Management Model (SWMM) provided by EPA [72], which is an open-
source computer model for simulation of hydrodynamic water and pollutant
transport in sewer systems. SWMM relies on a time stepped dynamic model,
where the dynamic simulation is performed by numerically solving flow rout-
ing equations (dynamic wave) based on a fixed time step. The SWMM model
also allows the modelling of water quality constituents, dry-weather pollutant
build-up over different land uses in the contributing catchment and pollu-
tant washoff from specific land uses during storm events. Figure 4.7 shows a
snapshot of the software in execution.

The input data and parameters required for the SWMM model simula-
tion of drainage flow hydrographs include physiographic characteristics of the
catchment (e.g. the area and slope), physical characteristics of the sewer pipes
(the diameter, length, slope and material) and the hydrological/hydraulic pa-
rameters such as the width of the subcatchments (i.e. the overland flow width).

The routing flow model used is the dynamic wave flow routing to predict
non-steady flows through a general network of open channels, closed con-
duits and weirs. In contrast to simpler routing methods, this procedure can
model such phenomena as backwater effects, flow reversals, pressurized flow,
and entrance/exit energy losses [72]. The governing equations are the Saint
Venant equations that can be expressed in the following form for flow along
an individual conduit:
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Fig. 4.7. Snapshot of the SWMM software
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where x is distance along the conduit, t is time, A is cross-sectional area,
Q is flow rate, H is the hydraulic head of water in the conduit (elevation
head plus any possible pressure head), Sf is the friction slope (head loss per
unit length), hL is the local energy loss per unit length of conduit, and g is
the acceleration of gravity. The governing equations in their differential form
are numerically solved using the modified Euler method (equivalent to a 2nd
order Runge-Kutta method).

SWMM Customization

Although SWMM permits some trivial real-time control of the parameters of
the network (by defining some simple rules), for the purposes of the work,
SWMM has been customized for permitting it to communicate in real time
with a separate Java controller which implements the algorithm described in
Section 4.2.3.

Figure 4.8 shows the architecture of the integration. SWMM has been
enhanced by adding the TCP connector which is in charge of sending and
receiving information to/from the external module during the advancement
of a simulation.

More in detail, the connector enables the external module to select where
the sensors are placed inside the network, i.e. it permits the physical variables
which the external module is interested in to be chosen. Basically, at each
step of SWMM simulation the values of the selected variables are collected
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Fig. 4.8. SWMM customization

and sent toward the external module which, in turn, replies to SWMM with
all the actuation, i.e. the opening degree of the gates, as computed by the
multi-agent algorithm.

4.3 Results and discussion

4.3.1 The case study: the sewer system of the city of Cosenza

In this study, the proposed approach is applied to an urban catchment in
Cosenza, Italy, shown in Figure 4.9, which is densely populated (approxi-
mately 50,000 residents). The total surface of the catchment is 414 hectares,
out of which 202 hectares are pervious, covered by vegetation, while the rest
consists of paved areas. Buildings for residential housing and minor commer-
cial and artisan enterprises are present on the catchment. Further details on
the physical characteristics of the basin and the drainage system are reported
in other publications [59]. Sewage and wet weather flows from the urban wa-
tershed, which do not exceed treatment capacity, are directly sent to the
wastewater treatment plant (WWTP). The exceedance of wet weather flows
is directly discharged, without receiving any treatment, into the Crati River.
The dry weather flow of the urban catchment is approximately 0.23 m3/s.
The CSO occurs when the flow rate from the outfall of the drainage system
is higher than 0.7 m3/s as reported in [61][60] where other information about
the untreated CSO features can be found.

The model used in this study was previously calibrated on the basis of
several measurement campaigns [63]. Calibration parameters were: surface
roughness of the impervious (N-Imperv) and pervious (N-Perv) catchment
surfaces, and the depths of surface depressions on impervious (Dstore-Imperv)
and pervious (Dstore-Perv) areas. The urban drainage network modelled in
SWMM, as shown in Figure 1b, consists of 324 conduits with different shapes
and sizes, i.e., (i) circular and egg-shaped pipes with diameters varying from
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(a) Urban watershed in the city
of Cosenza

(b) SWMM model of Urban drainage network in the city of Cosenza

Fig. 4.9. Urban drainage system of Cosenza, Italy

0.3 to 1.5 m and (ii) policentric pipes with a maximum depth of 3.20 m. The
slope of the pipes varies from 0.5% to 6%. The connection points between
urban watershed surfaces (roads and street paving) and conduits are repre-
sented by catch basins which collect and deliver surface runoff into the sewer
system. There are in total 326 nodes which represent the catch basins. The
total number of subcatchments is 296.

The moveable gate is modelled as a transverse weir with the opening area
equal to the conduit section area.

4.3.2 Experimental setup

In this study, different scenarios have been analyzed to evaluate the perfor-
mance of the DRTC as a function of the number of the moveable gates, linked
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to actuators, and placed across the system. The scenario without DRTC,
which corresponds to the actual UDS, is called scenario 0. The other scenarios
are controlled by the DRTC and differ according to the number of secondary
pipes equipped with moveable gates. The number of moveable gates is 91 for
scenario 1, 107 for scenario 2, 214 for scenario 3 and 322 for scenario 4.
Scenario 1 corresponds to the gates’ placement described in section 4.2.3. In
scenarios 2-4 an increasing number of gates is exploited which should result
in a further CSO reduction as mentioned in section 4.2.3. The response of
the UDS for all these scenarios is modelled for 15 independent rainfall events
recorded in the weather station in Cosenza (Italy) during the years 2010-2015
with a time resolution of 1 minute. The hydrological characteristics of the
rainfall events selected are reported in table 4.1. Rainfall events were con-
sidered independent if they are separated by an inter-event time of 6 hours
[3].

htot Iav Qmax Qav CSO Vol LF Vol
Event Date

(mm) (mm/h) (m3/s) (m3/s) (m3) (m3)

1 22-Jan-11 31 1.29 2.06 0.64 23530 348

2 08-Oct-11 48.6 2.022 6.3 1.07 66402 933

3 05-Dec-11 54 2.25 4.85 1.32 53351 1007

4 01-Dec-13 31.4 2.76522 4.74 0.713 26790 366

5 23-Nov-13 46.6 3.33912 5.58 1.081 50216 795

6 21-Jan-14 31.8 1.32 2.8 0.69 17092 362

7 01-Feb-14 14.5 1.74228 2.8 0.83 11591
8 01-Feb-14 16.2 1.01298 2.98 0.6 8167

345

9 24-Mar-14 38.6 1.60836 4.27 0.87 33309 563

10 30-Jan-15 42.8 1.78332 5.45 1 37039 680

11 31-Jan-15 4.6 1.53906 2.89 0.78 18478
12 31-Jan-15 35.38 2.24742 3.2 1.173 9442

565

13 01-Feb-15 20.8 1.29738 3.57 0.64 14692
14 01-Feb-15 8.32 1.01568 2.98 0.49 3489

281

15 22-Feb-15 18.91 0.78822 1.99 0.405 6080 95
htot Total rainfall depth
Iav Average rainfall intensity

Qmax Maximum flow rate
Qav Average flow rate

CSO Vol Combined sewer overflow volume
LF Vol Local flooding volume

Table 4.1. Hydrological and hydraulic characteristics of the selected rainfall events.

4.3.3 Experimental results

In the following section, the findings obtained from the DRTC applied to
the case study are described and discussed. Firstly, results in terms of CSO
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and Flooding reductions are presented for scenarios 1 and 4, using the set
of 15 rainfall events; afterwards, the behaviour of the controlled network is
analysed in details for 3 representative rainfall events taking into account all
the scenarios (0-4). Finally, consideration about the overall performance of the
developed approach are drawn in the light of the study’s goals. The CSO and
the local flooding volumes, as given by the SWMM simulator, are reported in
table 4.1 for the 15 rainfall events selected and for scenario 0 (without DRTC)
used in this section as the reference scenario. The CSO volumes, computed as
the sum of overflow spilled into the river, are fairly significant, ranging from
3489 m3 to 66402 m3. The local flooding volumes, calculated as the sum of
spilled volume for each manhole of the UDS, range from 95 to 1007 m3. In
table 4.2, the CSO reduction is computed for each rainfall event as the relative
percentage difference between the CSO volume in the scenarios with DRTC
and the reference scenario. In scenario 1, the CSO reduction varies from 2.7%
to 83%, while in scenario 4 it varies from 13% to 99%, according to the rainfall
events. The CSO drop is consistently higher in the scenario 4, demonstrating
the beneficial effect provided by using a larger number of moveable gates.

CSO Flooding
1 4 1 4Event Date

(m3) % (m3) % (m3) % (m3) %

1 22-Jan-11 16742 28.9 10965 53 0 100 320 8.1

2 08-Oct-11 64614 2.7 58030 13 0 100 808 13.4

3 05-Dec-11 43600 18.3 34244 36 0 100 971 3.6

4 01-Dec-13 20968 21.7 15582 42 0 100 333 9.0

5 23-Nov-13 39950 20.4 31785 37 0 100 7 99.1

6 21-Jan-14 8167 52.2 2617 85 0 100 356 1.7

7 01-Feb-14 7865 32.1 4718 59
8 01-Feb-14 5776 29.3 3596 56

0 100 324 6.1

9 24-Mar-14 25442 23.6 19497 41 0 100 518 8.0

10 30-Jan-15 30311 18.2 23962 35 0 100 664 2.4

11 31-Jan-15 13060 29.3 9223 50
12 31-Jan-15 8086 14.4 6629 30

0 100 532 5.8

13 01-Feb-15 10423 29.1 6859 53
14 01-Feb-15 1269 63.6 338 90

0 100 265 5.7

15 22-Feb-15 1035 83.0 44 99 0 100 90 5.3

Table 4.2. CSO and flooding reduction for scenarios 1 and 4

Regarding local flooding, the results are reported in Table 4.2, as well.
The local flooding reduction is computed as the relative percent difference
between the total flooding volumes from the scenarios with DRTC and the
reference scenario. The DRTC in scenario 1 utterly prevents the UDS from
local flooding, through the temporary stormwater detention provided in the
less overloaded conduits. However, in the scenario 4 the risk of flooding is
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Fig. 4.10. CSO reduction vs. rainfall event average intensity.

solely mitigated, with reductions, which vary from 2.4% to 13.4% for all the
events, except for the event 23 November 2013, where a drop of 100% is
obtained. These results are due to the fact that, when the moveable gates are
allowed to close, the upstream conduits can be prone to surcharge. Generally,
the DRTC is able to control these situations by maintaining the conduits,
upstream of the moveable gates, under the surcharging conditions. However,
when the number of moveable gates increases, the likelihood of overloaded
conduits increases as well, resulting in spills and local overflows from the
manholes. This demonstrates that it is necessary to define an optimal number
of gates to control concurrently the risk of both CSO and local flooding, taking
into account that the two phenomena may not be complementary. In other
words, an optimal number of gates needs to be selected as a tradeoff between
maximizing the wastewater storage, which, on the one hand, allows reduction
of CSO, and minimization of upstream surcharging conduits, which, on the
other hand, significantly can affect local flooding.

To investigate the effect of rainfall characteristics on the DRTC perfor-
mance, the CSO reduction values for scenarios 1 and 4 are reported in Figure
4.10 as a function of the average rainfall intensity. As can be observed, the
CSO reduction diminishes, as the average rainfall intensity increases. Specif-
ically, for rainfall events with an average intensity less than 1.6 mm/h, the
CSO reduction ranges from 100% to 40% for scenario 4 and from 85% to 25%
for scenario 1. For events with an average intensity higher than 1.6 mm/h, the
CSO reduction is around 30% on average, for scenario 4 and 10% on average,
for scenario 4. These percentages correspond to the maximum storage capac-
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ity available in the different scenarios for detaining a portion of stormwater,
in order to reduce CSOs, during rainy events. The trend observed is justified
by the fact that very intense rainfall events such as, those on 11th October
2011 and 31st January 2015, with an average intensity of 2.2 and 2.24 mm/h,
respectively, produce a large amount of runoff volume, which tends to uti-
lize, almost completely, the whole capacity of the UDS. In such conditions,
therefore, the likelihood of using the UDS as a temporary storage drastically
decreases. Although the DRTC performance is affected by the hydrological
characteristics of the events, the relative performance, computed as the differ-
ence between scenario 1 and scenario 4, turns out to be independent of rainfall
characteristics. Indeed, the difference in the results between scenario 1 and
scenario 4 are consistently around 20% and 30%, regardless of the average
intensity.

In Figure 4.11, the time distribution of flow rate, discharged in the col-
lector pipe, modelled with SWMM, is plotted for the five different scenarios
investigated and three selected events: 24th March 2014, 30th January 2015,
1st February 20154. The hydrographs, obtained for the reference scenario, ex-
hibit a peak flow rate of 4.27, 5.45 and 3.57 m3/s, respectively for the three
events. Instead, the hydrographs show lower peak flow rates as the number of
moveable gates increases. Indeed, the higher the number of moveable gates,
the higher the effect of flow equalization provided by the DRTC. This is be-
cause the presence of moveable gates controlled by the DRTC enhances two
major factors: (i) the storage of stormwater volume in the less overloaded
pipes, with the results of abating the peak flow rates; (ii) the gradual release
of the stored volumes to the outfall, once the rain stops. For instance, in the
hydrograph obtained on 1st February 2015, reported in Figure 4.11(a), it is
possible to observe that, comparing scenario 0 and scenario 4, the peak flow
rate is reduced by around 40%. Furthermore, once the first event is over, the
flow rate in scenario 0 rapidly decreases, tending to the minimum value. The
flow rate in scenario 4, instead, diminishes more gradually, remaining fairly
higher than the previous one. This is because once the rainfall event stops, the
UDS in scenario 4 releases the volume previously stored during the rainfall
event. The UDS empties almost completely (except for the sewage contribu-
tion) at time 1000 min, when the second event begins. A similar behavior can
be observed in Figures 4.11(b) and 4.11(c) for 24th March 2014 and 30th Jan-
uary 2015. Moreover, as described in Section 3.1, in the UDS of interest, the
overflow occurs when flow rates are higher than 0.7 m3/s. As can be observed
from all the hydrographs reported in Figure 4.11, the DRTC tends, in fact, to
maintain the flow rate in the collector pipe below this target value, with the
beneficial consequence of reducing CSO.

Figures 4.12,4.13,4.14 show the reduction of local flooding and CSO as a
function of the five scenarios for the events of 24th March 2014, 30th January

4 There are two independent rainfall events on 1st February 2015. The experimental
results are given considering both events
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Fig. 4.11. Flow Rate vs. Time using Scenarios 0-4
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Fig. 4.12. CSO and Flooding reduction vs. Scenario using the rainfall event of 24th
March 2014.
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Fig. 4.13. CSO and Flooding reduction vs. Scenario using the rainfall event of 30th
January 2015.

2015, 1st February 2015, respectively. In these figures, local flooding and CSO
reductions are 0 for scenario 0, as it is the reference scenario. In Figure 4.12, it
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Fig. 4.14. CSO and Flooding reduction vs. Scenario using the rainfall event of 1st
February 2015.

can be observed that for the event of 24th March 2014, scenario 1 reduces the
CSO by 23.6%, with respect to scenario 0. As the number of gates increases,
the reduction percentage rises, reaching a value of 41% for scenario 4. Re-
garding local flooding, the reduction is 100% for all the controlled solutions,
except for scenario 4. Similar results are obtained for the other two selected
events (see Figures 4.13 and 4.14). In particular, the flooding reduction trend
is basically the same as the previous case, while CSO reduction span from
18.2% (scenario 1) to 35% (scenario 4) for the event of 30th January 2015,
and from 35.7% to 60% for the event of 1st February 2015. Summing up,
these findings suggest that scenarios 2 and 3 are the most convenient solu-
tions, since they offer the highest overall performance in terms of both CSO
reduction and local flooding removal.

4.4 Conclusions

In this chapter, a decentralized real time control (DRTC), based on a multi-
agent paradigm and specifically a gossip-based algorithm, has been developed
and integrated with the hydrodynamic simulation model, SWMM. The DRTC
proposed has been applied to the urban drainage system (UDS) in the city of
Cosenza, Italy. The UDS, modelled in SWMM, is equipped with a series of
moveable gates, functioning as actuators, and sensors, which monitor water
level in each conduit. The findings show that the DRTC algorithm proposed
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was able to balance the hydraulic capacity of the conduits within the sys-
tem by utilizing the storage capacity of the less overwhelmed conduits during
intense rainfall events. In other words, the DRTC algorithm was able to con-
trol the water level within the UDS successfully, ensuring a full utilization of
the actual storage capacity of the system. The findings clearly demonstrated
that the DRTC produced beneficial effects on the management of the UDS
by substantially mitigating the risk of flooding and CSO.

Future research will test the response of the DRTC not only to varying
hydrological inputs, but also to changing boundary conditions, for example,
sudden pipe breakage or increased clogging in the catch basins, to demonstrate
the high adaptability of the algorithm to different, even unforeseen, situations.
Furthermore, the actual costs of the physical implementation and the energy
consumption required will be further investigated.





Conclusions and outlook

The work behind this PHD thesis was devoted to the design and implemen-
tation of a novel cloud-assisted, agent-based framework for Cyber-Physical
Systems, called Rainbow, which addresses requirements and issues of CPS
such as scalability, physical devices heterogeneity, responsiveness and recon-
figurability.

Rainbow hides heterogeneity providing the concept of Virtual Objects, and
addresses the distributed nature of CPSs introducing a distributed multi-agent
system on the top of the physical part. Rainbow aims to get the computation
as close as possible to the physical devices, which are capable both of sens-
ing and changing the physical environment in which they are immersed. The
dynamic adaptivity requirement of CPSs is addressed by fostering the use of
decentralized and swarm intelligence algorithms.

The effectiveness of the proposed framework has been shown through a
set of application scenarios, in the contexts of Building Automation, Smart
Homes and Smart Cities, thus showing how different applications can be easily
designed and implemented using the proposed framework, as well as how
decentralized and swarm intelligence algorithms can be effectively exploited
to provide adaptivity capabilities to physical systems.

Finally, a CPS for an urban drainage system has been proposed. For this
scenario, an original distributed real time control system was designed, ex-
ploiting a gossip-based algorithm. The proposed approach requires the urban
drainage network to be equipped with a set of water level sensors and elec-
tronically movable gates, spread across the whole network. All the gates are
locally controlled by PID controllers, which are globally orchestrated by the
gossip-based algorithm, thus achieving an optimal hydrodynamic behaviour
which is capable to effectively reduce combined sewer overflow and flooding
phenomena. The experiments, which has been conducted using as case study
the urban drainage network of the city of Cosenza (Italy), have demonstrated
the validity of the approach.

Starting from this thesis contributions, further works will investigate other
directions, as follows:
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• It is interesting to find out whether the decentralized approach designed
for the urban drainage network can be adapted or extended so as to deal
with other scenarios involving physical systems consisting of large network,
such as traffic control, water distribution, power grids.

• The knowledge discovery workflow presented in Section 3.4.1 can also be
further investigated, finding new mining algorithms that fits with it and
new application scenario, other then ambient assisted living, that can ben-
efit from this approach.

• While the proposed framework was successfully exploited in many appli-
cation scenarios, it can be further extended providing additional features
and capabilities. A set of working decentralized coordination and cooper-
ation algorithm, such as those which are used in the proposed application
scenarios, can be provided as a library, so as to support developers in
the design of systems. In addition, functionalities for efficient data stream
aggregation and filtering can be also provided.
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Bonin. Global optimal real-time control of the quebec urban drainage system.
Environmental Modelling & Software, 20(4):401–413, 2005.
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