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Abstract 

 

Emotions are an essential part of people's lives because they help us to make decisions, 

communicate and somehow to understand each other. Additionally, facial emotion perception 

plays an important role in various fields of psychology, neuroscience, computational intelligence 

and robotics. In the last years, robots have stopped being used as simple machines dedicated to 

carry out repetitive, difficult and dangerous jobs. Thanks to rapid technological advances and the 

emergence of more powerful computers, robotic applications have extended beyond the 

commercial and industrial scope becoming  more popular in the fields of education and medicine. 

With the development of humanoid and interactive robots such as ASIMO from Honda, AIBO 

from Sony and currently NAO from Aldebaran, it has emerged a new line of research in robotics. 

Worldwide, research groups have increased their work on topics such as bipedal locomotion, 

manipulation, audio-visual systems, human-robot interaction, adaptive control, and learning tasks. 

This work shows the development of a Machine Learning system to equip the robot NAO with the 

capacity not only to recognize the people but also to recognize people’s facial expressions and 

hand gestures. An analysis of the facial symmetry and hand contour geometry was carried out in 

order to improve the facial expressions and hand gestures recognition rate. In addition, the robot 

was programmed to express emotions through movement, sound and colors, making the interaction 

with people more friendly and eye-catching. 
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Le emozioni rappresentano una parte essenziale nella vita degli individui, in quanto 

necessarie nella scelta delle decisioni, nella comunicazione e nella comprensione. 

Importante è anche la percezione delle espressioni facciali che gioca un ruolo rilevante nei 

vari ambiti della psicologia, della neuroscienza, dell’intelligenza computazionale e della robotica. 

Negli ultimi anni, i robot hanno smesso di essere semplici macchine dedicate allo svolgimento di 

compiti difficili, ripetitivi e pericolosi. Infatti, grazie all’avanzare delle tecnologie e alla nascita di 

strumenti sempre più potenti, il campo di applicazione della robotica si è esteso, passando 

dall’ambito commerciale e industriale anche a quello dell’educazione e della medicina. Con lo 

sviluppo dei robot umanoidi e interattivi quali: ASIMO di Honda, AIBO di Sony e di recente NAO 

di Aldebaran è emersa una nuova linea di ricerca nel campo della robotica. A livello mondiale si 

è, infatti, registrato un aumento di gruppi di ricerca che lavorano su temi quali: la locomozione 

bipede, la manipolazione, i sistemi audio-visivi, l’interazione human-robot, il controllo adattivo e 

le attività di apprendimento. In questo lavoro si presenta lo sviluppo di un sistema di Machine 

Learning in cui ad un robot NAO è stata assegnata la capacità di riconoscimento di una persona, 

di riconoscimento delle espressioni facciali e di riconoscimento dei gesti della mano. 

Successivamente è stata condotta un’analisi riguardo la simmetria facciale al fine di migliorare la 

percentuale di riconoscimento delle espressioni facciali e il contorno della mano al fine di 

migliorare la percentuale di riconoscimento dei gesti. Infine il robot è stato programmato per 

esprimere le emozioni tramite i movimenti, i suoni e i colori rendendo l’interazione piacevole e 

attrattiva. 
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Chapter 1 

Introduction 

 

Emotions are essential in people's lives [1], these can influence attention, memory 

and logical reasoning; In addition, emotions have a strong impact on daily routines and 

social interactions [2]. Emotions help make decisions, communicate and somehow 

understand each other. Paul Ekman is a pioneer in the recognition of emotions and facial 

expressions and defined the universality of six basic emotions: anger, happiness, fear, 

surprise, disgust and sadness [3]. In the field of the psychology,  facial expression is only 

one of the relevant sources of information of the emotions [4]. 

On the other hand, facial emotion perception plays an important role in several areas 

of neuroscience, computational intelligence and robotics. Facial expressions do not 

necessarily allow us to perceive a person's emotions or mood [5]; However, constitute one 

of the strongest indicators of emotions [2]. The fields of application of facial expressions 

recognition are so extensive and impressive as: security, animation and entertainment, 

neuromarketing, medical and psychological treatments and of course in interactive robotics 

and engineering of artificial intelligence. 

Human-Robot Interaction (HRI) is a discipline that studies relationship between 

robots and humans and the ways they influence each other [6]. Up until recently, robots 

have been used in many fields as programmable machines for execution of preprogrammed 

tasks such as painting, welding, simple assembly task, etc. [7]. However, the use of robots 

in other scopes such as domestic jobs, health, academic and so on are driving the 
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development of interactive robots to engage with individuals as a partners, instead of just 

a tool.  

This projects aims to develop a machine learning system for automatic recognition 

of facial expressions and hand gestures for a human robot interface. The NAO Robot was 

chosen as the hardware platform; it is a programmable and autonomous humanoid robot, 

developed by Aldebaran Robotics [8]. 

This thesis comprises six chapters; first, a theoretical introduction about humanoid 

robots, the technical characteristics of the NAO Robot, and the programming tools are 

discussed. Chapter 2, briefly describes some of the most relevant research groups dedicated 

to the development of humanoid robots. Chapter 3 details the most important features of 

the NAO Robot technology and its available programming tools. It is also provided a short 

introduction on the use of the Choregraphe programming environment that is included 

within the NAO Robot features. A series of interactive applications (Chapter 4) were 

developed in Python and tested independently. Telecontrol (Teleoperations) was the first 

feature provided to the NAO. The system was based on the WWW technology and allows 

to access and / or control the NAO from a remote place through the network. In addition, 

a classifying machine was developed to provide the NAO robot with the ability not only to 

detect but recognize faces, as well as facial expressions and hand gestures. Also, the NAO 

Robot was programmed to express emotions through movements, sounds and colors in the 

eyes. An analysis of the symmetry of the face and the geometry of the contours of the hands 

was carried out in order to improve the success rate of the recognition system of facial 

expressions and  hand gestures respectively. 
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In the last  section (Chapters 5), the applications developed were used within the 

Choregraphe programming environment through the "AlMemory" module available in the 

NAOqi framework that allows access to the robot variables remotely with an operation 

Simple writing / reading. 

Finally, the NAO Robot was used in an interactive activity with students from 

several local institutions, the robot developed three specific tasks that consisted of a quiz 

of general Italian culture, recognition of facial gestures and counting of the fingers. This 

experiment was evaluated qualitatively. 
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Chapter 2 

 The humanoid robots 

Usually, a robot is a physical or virtual machine able to perform autonomously or 

semi-autonomously a specific task. Robots are generally used in commercial or industrial 

areas to perform repetitive, mechanical and monotonous tasks. They are also used for dirty 

or dangerous jobs to humans. The extraordinary advances in the field of robotics driven by 

cheap electronic devices and its greater processing power, invite to fantasize a robotized 

future, however, compared with their counterparts in fiction, real robots are still 

significantly limited. 

A humanoid robot is a robot that mimic body and movements of a human being. In 

general, it has a torso, a head, arms and legs; although, it may feature only some parts of 

the body, for example, from the waist up. Some humanoids are built to seem humans and 

sometimes, they can replicate the facial features such as eyes and mouth[9]. 

So far, research on humanoids robots has centered on motion, manipulation, 

locomotion stability and other basic tasks in robotics control [10]. Particularly the last two 

decades can be considered as a prolific period on humanoid robots development. Many 

improvements have been done on advanced materials, mechanical, electronic and computer 

technologies [11]. However; nowadays, research on humanoids robots is focusing on 

behavior, emotions and interaction with humans. In this regard, the design of humanoid 

robots requires the integration and coordination of diverse related areas as learning theory, 
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control theory, artificial intelligence, mechatronics and even biomechanics and 

computational neuroscience [12]. 

With the development of humanoid and interactive robots such as Honda’s ASIMO 

[13], Sony’s AIBO [14] and Aldebaran’s NAO [8], a new research direction in robotics has 

emerged [15]. Worldwide, research groups have increased working on issues such as 

bipedal locomotion, manipulation, audio-visual systems, human-robot interaction, 

adaptive control, and learning tasks [16]. 

Honda 

 

Figure 1. Honda’s Robots. (1) P2, (2) P3 and (3) Asimo [17]. 
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After several years of research, in 1996 Honda introduced P2 to the public, the first 

full-body humanoid robot (Figure 1, box 1). It was able to walk not only on flat floors, but 

it could also climb stairs. It was followed by P3 (Figure 1, box 2) in 1997 and by Asimo 

(Figure 1, box 3) in 2002 [16]. Asimo can walk like a human in any direction, climb stairs 

and recognize faces, voice and gesture commands, etc. The latest version of Asimo 

presented in 2011, can run up to 9 km/h and has a decision-making capability [17]. 

 

WABIAN-2 

Researchers at Waseda University began investigating humanoid robots since 1966 

[11]. Since then, they have developed a series of robots such as the WABOT-1 (Figure 2, 

box 1) in 1973, which is a full-scale human-like robot or the biped walking robot WABIAN 

(Figure 2, box 2) in 1997 [18]. They have recently developed a biped humanoid robot 

WABIAN-2R (Figure 2, box 3), a life-size humanoid able to walk with the average rate of 

a human; it is 150 cm tall and weighs 64 kg [19]. Unlike most robots that walk with bent 

knees, it is able to walk stretching it’s knees the same way as human does [20]. 
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Figure 2. Waseda’s Robots. (1) Wabot-1, (2) Wabian and (3) Wabian-2r [19]. 

 

iCub 

The iCub (Figure 3) is part of the RobotCub project funded by European Union; it 

is a common platform for artificial cognitive systems research [21]. It was designed to 

maximize the number of Degrees of Freedom (DoF), especially in the upper part of the 

body [22]. The size of the iCub is similar to the stature of a 2.5-year-old child. It has 53 

motors that move the head, arms & hands, waist, and legs. In addition to seeing and hearing, 

it is provided with the sense of proprioception (body configuration) and movement (using 

accelerometers and gyroscopes) [21]. 
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Figure 3. iCUB robot [23]. 

 

The iCub has the capability to carry out complex tasks such as crawling, solving 

complex 3D puzzles [24], or successfully shooting arrows [25]. It is able to express 

emotions, grabbing small objects, such as balls, plastic bottles, besides, it can avoid 

collision and self-collision within dynamic environment [26], [27].  

HUBO 

This is a walking humanoid robot released in 2005. It was developed by the Korea 

Advanced Institute of Science and Technology (KAIST) [28]. HUBO (Figure 4, box 1) has 

41 DoF, stands 125 cm tall, and weighs 55 kg [29]. HUBO can only walk at 1.25 km/h 

[30]. The Hubo project aim was to develop a reliable platform that enables to perform tasks 

as navigation, dynamic walking, human interaction, visual and image recognition [28]. 
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Figure 4. KAIST’s Robots: (1) Hubo [31], (2) Hubo 2+[32] and (3) DRC-HUBO [33]. 

 

The latest version of HUBO is the DRC-HUBO (Figure 4, box 3) robot developed 

by KAIST/Rainbow, Inc. in 2013. It is 147 cm tall, weighs 52 kg and it has 32 DoF [34]. 

With its particular “transformer” ability to switch back and forth from a walking biped to 

a wheeled machine[33], it is the winner of the DARPA Robotics Challenge [35]. It is 

provided with longer and stronger aluminum limbs, becoming a taller and heavier robot 

than its predecessor, the HUBO 2+ (Figure 4, box 2) [34]. 

NAO 

NAO is a programmable and autonomous humanoid robot, developed by Aldebaran 

Robotics, a robotics French company based in Paris (Figure 5). With 57 cm high and 

around 4.5 kg weight, this innovative robot is lightweight and compact and, due to its 

reduced weight, it is less hazardous and less susceptible to breakdown [36]. At present, 
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NAO is widely used as a social companion, as a learning tool in classroom and for autism 

rehabilitation purposes [37]. Additionally, there are already successful applications of 

NAO humanoid robots in hospitals [38]. 

 

Figure 5. NAO Robot [8]. 

 

Pepper. 

Softbank Mobile, in collaboration with Aldebaran Robotics, launched Pepper on 

June 5th, 2014 (Figure 6), the world’s first humanoid robot able to assist humans by reading 

and responding to human emotions [39].  Pepper is a humanoid robot that moves on a 

mobile holonomic base. It is equipped  with three omnidirectional wheels [40], 2 DoF head, 

two 6 DoF arms, and a unique 3 DoF leg [41]. It is 137 cm height and weights 30 kg. 
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Figure 6. Pepper robot [39]. 

 

Pepper was developed to express emotions, it is able to communicate on a wide range 

of subjects with humans through its autonomous behavior, speech, and emotional 

recognition function abilities as well as its smooth motion-generation technology [42]. 
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Chapter 3 

NAO Technical Overview and Programming Tools. 

The most popular research platforms in the field of robotics and artificial 

intelligence are robots with numerous DoF, such as, humanoid robots [43]. The NAO 

Robot, made by Aldebaran Robotics, is a small biped, full articulated, easy programmable 

and low cost product. It is widely used for humanoid research due to ease of use [44]. The 

Aldebaran Robotics main goal was to create a humanoid companion robot accessible to the 

public [45]. NAO is able to perform smooth walking gaits, the walking speed is about 0.6 

km/h [36]. 

Different versions of the NAO platform have 14, 21 or 25 DoF, therefore, it can 

perform several complex moves like walking, kicking a ball, standing up, etc. All NAO 

Academic versions offer: inertial measurement, accelerometer, gyrometer and ultrasonic 

sensors that provide stability and positioning in space (Table 1)[46]. It is equipped with 

two 640x480 VGA cameras, microphones and loudspeakers, besides, it is provided with 

infrared, force, contact and touch sensors [46]. 

The NAO H25 (V4) carries a fully capable computer on-board with an ATOM Z530 

1.6 GHz CPU, 1GB RAM, and 2 GB, 8 GB Micro SDHC flash memory running an 

Embedded Linux distribution. It communicates with remote computers via an IEEE 

802.11g wireless or a wired Ethernet link and it is powered by a 21.6 V / 2.25 Ah Lithium-

Ion battery which provides about 60 minutes of continuous operation and [8]. 
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Table 1. NAO’s main features. 

Name Chain 

Degrees of freedom 25 

Videocamera  2 

Gyrometer 2 

Three axis accelerometer 3 

Magnetic rotary encoder (MRE) 36 

Loudspeakers 2 

Microphones 4 

Ultrasonic sensors (emitter/receiver) 2 

Force Sensitive Resistors 8 

Infrared sensor (emitter/receiver) 2 

Tactile sensors 9 

Bumpers 5 

 

Joint Degrees of Freedom (DoF) 

NAO H25 has 25 DoF (Figure 7); 2 in the head, 5 in each arm, 5 in each leg, 1 in 

each hand and 1 in the pelvis (two pelvis joints are coupled together on one servo so it 

cannot move independently) [47]. The joins position is controlled using closed-loop PID 

controllers and encoders. All joints are organized into five kinematic chains (Table 2). 
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Figure 7. NAO H25 Joints [8]. 

 

Table 2. NAO’s kinematic chains. 

Name Chain 

Head HeadYaw, HeadPitch; 

Left Arm LShoulderPitch, LShoulderRoll, LElbowYaw, LElbowRoll, LWristYaw, LHand. 

Right Arm RShoulderPitch, RShoulderRoll, RElbowYaw, RElbowRoll, RWristYaw, RHand. 

Left Leg LHipYawPitch, LHipRoll, LHipPitch, LKneePitch, LAnklePitch, LAnkleRoll. 

Right Leg RHipYawPitch, RHipRoll, RHipPitch, RKneePitch, RAnklePitch, RAnkleRoll,  
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The robot’s joints have a limited angle of movement (Table 3); and for the legs the 

movement was considered in such a way that they do not collide with each other [8].  

 

Table 3. NAO’s joint information. 

Name Length (mm) Range (Deg) Range (raD) 

HeadYaw Head joint twist (Z) -119.5 to 119.5 -2.0857 to 2.0857 

RShoulderRoll Right shoulder joint right and left (Z) -94.5 to -0.5 -1.6494 to -0.0087 

RWristYaw Right wrist joint (X) -104.5 to 104.5 -1.8238 to 1.8238 

RShoulderPitch Right shoulder joint front and back (Y) -119.5 to 119.5 -2.0857 to 2.0857 

RElbowRoll Right elbow joint (Z) 0.5 to 89.5 0.0087 to 1.5621 

HeadPitch Head joint front and back (Y) -38.5 to 29.5 -0.6720 to 0.5149 

RElbowYaw Right shoulder joint twist (X) -119.5 to 119.5 -2.0857 to 2.0857 

RHand Right hand Open And Close 

LHipRoll Left hip joint right and left (X) -21.74 to 45.29 -0.3794 to 0.7904 

LWristYaw Left wrist joint (X) -104.5 to 104.5 -1.8238 to 1.8238 

LAnkleRoll Left ankle joint right and left (X) -44.06 to 22.79 -0.7690 to 0.39780 

LElbowRoll Left elbow joint (Z) -89.5 to -0.5 -1.5621 to -0.0087 

LAnklePitch Left ankle joint front and back (Y) -68.15 to 52.86 -1.1895 to 0.9227 

RHipYawPitch Right hip joint twist (Y-Z 45°) -65.62 to 42.44 -1.1453 to 0.74080 

RKneePitch Right knee joint (Y) -5.90 to 121.47 -0.1030 to 2.1201 

RAnkleRoll Right ankle joint right and left (X) -22.27 to 45.03 -0.3886 to 0.7858 

LElbowYaw Left shoulder joint twist (X) -119.5 to 119.5 -2.0857 to 2.0857 

LKneePitch Left knee joint (Y) -5.29 to 121.04 -0.0923 to 2.1125 

LHipYawPitch Left hip joint twist (Y-Z 45°) -65.62 to 42.44 -1.1453 to 0.7408 

RHipPitch Right hip joint front and back (Y) -101.54 to 27.82 -1.7723 to 0.4856 

RKneePitch Right ankle joint front and back (Y) -67.97 to 53.40 -1.1864 to 0.9320 

LShoulderRoll Left shoulder joint right and left (Z) 0.5 to 94.5 0.0087 to 1.6494 

LHipPitch Left hip joint front and back (Y) -101.63 to 27.73 -1.7739 to 0.4840 

LHand Left hand Open And Close 

RHipRoll Right hip joint right and left (X) -42.30 to 23.76 -0.7383 to 0.4147 

LShoulderPitch Left shoulder joint front and back (Y) -119.5 to 119.5 -2.0857 to 2.0857 
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Link Specification. 

NAO Robot is 57 cm tall with an arm length of 29 cm. The measurement between 

the shoulders is 27 cm (Figure 8, box 1). The X axis is positive toward NAO’s front, the Y 

from right to left and the Z is vertical (Figure 8, box 2). Links are defined using joint names 

and a point called Torso, located at 12,65 Z (cm) from HeadYaw. 

 

Figure 8. NAO’s frame  (1) Body lengths, (2) Axis definition [8] 

 

NAO Robot is 126.5 mm from the its center of gravity to the its neck (Figure 9), 

100 mm to the shoulder joint, 85 mm to the hip, and 100 mm to the thigh. It is 102.75 mm 

from the knee to the ankle, the foot height is 45.11 mm, the length between the neck and 

shoulder joint is 98 mm, and the hand width is 15.9mm (Table 4). 
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Figure 9. Lengths of NAO’s Parts [8] 

 

Table 4. Lengths of NAO’s links. 

Name Length (mm) 

NeckOffsetZ  126.5 

ThighLength  100 

ShoulderOffsetZ  100 

UpperArmLength  90 

FootHeight  45.11 

HipOffsetZ  85 

ShoulderOffsetY  98 

TibiaLength  102.74 

HandOffsetX  58 

owerArmLength  50.55 

HandOffsetZ  15.9 

HipOffsetY  50 
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Vision System 

There are two frontal cameras attached to NAO head (Figure 10, box 1); the top 

camera focuses on the front whereas the bottom camera focuses on the foot (Figure 10, box 

2). They provide a 640x480 resolution at 30 frames per second (Table 5).  

 

Figure 10. NAO vision system: (1) cameras placemen, (2)location and angle representation[8]. 

 

The vision system can be used to implement mark recognition, face recognition, 

object recognition, image recording, etc. Traditional stereo vision cannot be constructed 

directly using the cameras on the NAO because they have no overlapped field of view [48]. 

Table 5. NAO vision system frame rates. 

Name Local Gb Eth 100Mb Eth WiFi g 

160x120 (QQVGA) 30fps 30fps 30fps 30fps 

320x240 (QVGA) 30fps 30fps 30fps 11fps 

640x480 (VGA) 30fps 30fps 12fps 2.5fps 

1280x960 (4VGA) 10fps 10fps 3fps 0.5fps 
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NAO’s Software. 

Nowadays NAO Robot’s users are mainly research laboratories; however, 

Aldebaran Robotics wants to spread its product to a more general audience [49]. For 

instance, teachers and therapists need to be enabled to control the robot using a friendly 

and known method; this means less time for technicalities and more time dedicated to the 

students or patients [37]. It was necessary to supply to the NAO Robot with a powerful 

programming environment [49]; therefore it is provided with Choregraphe, NAOqi, and 

Monitor as development software. 

Choregraphe is a graphics-based software tool, it is easy to use even by beginner 

users [8]; it allows to create complex applications and fine control of motions [49]. NAOqi 

is the programming framework used that manages the modules execution. These modules 

consist of programming libraries that can be created and executed within the robot [50]. 

On the other hand, Monitor is a program that receives feedback from the NAO Robot 

allowing easily to verify joint or sensor values[8]. 

Choregraphe 

Choregraphe is a very simple and intuitive graphical environment that allows 

programming  the NAO Robot [49]. This is an all in one humanoid robot features embedded 

Software. Unlike text-based programming, the graphics-based programming has a lower 

focus on grammar, and programming is mostly achieved by using a mouse rather than a 

keyboard to create codes [8].  The versatility of its agnostically platform (designed to be 

compatible across most common systems) allows the control of programs with Windows, 
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MAC OS and even Linux [37]. When installing Choregraphe in the Windows operating 

system, both NAOqi and Monitor are installed together. 

 

Figure 11. The Choregraphe Graphic Interface. (1) Menu, (2) Box Library, (3) Flow diagram Space and (4) 

3D graphical representation of NAO. 

 

The main interface is displayed at the startup (Figure 11). The interface is divided 

into four zones: Zone 1, Menu, there is a drop-down menu with File, Edit, Connection, 

Behaviors, View, and Help, and so on (Figure 11, box 1). Zone 2, the Box Library that 

contains the list of available behaviors (Figure 11, box 2). Here, a box refers to an icon 

with a function. The box library is largely divided into 13 types depending on function and 

is made up of 70 or so boxes [8]. Zone 3, the Flow diagram Space, where NAO’s 



 
21 

movements are created (Figure 11, box 3), the user can drag-and-drop the boxes in the box 

library here. It allows the user to graphically place behaviors composed of library boxes 

and links between them [49]. In Zone 4, a 3D graphical representation of NAO is able to 

execute the implemented behavior (Figure 11, box 4). It simulates the movement 

programmed by the user. This function is used only for joint movements, and simulation, 

it does not work to use other robot’s elements such as sensors, LEDs, and cameras. 

A behavior is a piece of software that controls the robot. Programming NAO 

consists in implementing new behaviors through the combination of several behaviors [49]. 

Boxes and icons are an important element of Choregraphe and are placed in the diagram. 

Graphics-based programming is done through connecting these boxes [8] in series or 

parallel through their inputs and outputs [49]. 

The box is configured with an input, output, and the Parameter button (Figure 12). 

Some boxes don’t have an output or the Parameter button [8]. To execute a block, a signal 

must be present on the “OnStar” input (Figure 12, box 1), at the end of execution; a signal 

could be present in the “onStopped” output (Figure 12, box 3). This signal can easily 

become the input for another block. A signal on “onStop” input (Figure 12, box 2) stops 

the box functions. The “parameter” button (Figure 12, box 4), allows to change or create 

some settings about the action made by the box [8]. 
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Figure 12. Choregraphe Box. (1) onStart input, (2) onStop input, (3) onStopped output and (4) Parameter 

button. 

 

If a real NAO  (physical NAO robot) is connected (via Wi-Fi or Ethernet) to the PC 

running Choregraphe, the real NAO will execute the global behavior. When no real robot 

is available, the virtual NAO (or simulated NAO) can execute the programmed behavior 

[49]. 

NAOqi 

The efficiency of Choregraphe is due to the NAOqi which is a running framework 

behind Choregraphe [49]. It was developed specifically by Aldebaran Robotics to use the 

NAO Robot, this includes: parallel processing, resources management, synchronization, 

and event processing, element which are generally required for robotics [8].  
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These modules are programming libraries that can be created and executed on the robot. 

Some modules are available with the robot to control motions, LEDs, text-to-speech, etc. 

[50], nevertheless, is possible to create customized modules. 

NAOqi is cross-language, it allows Python , Urbi or C++ interpreters to use 

NAOqi’s features through a dedicated SDK. The NAOqi architecture is event-driven, a lot 

of effort was required to make the architecture support both parallel and sequential calling 

methods [51]. 
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Chapter 4 

NAO Robot’s Interactive Applications 

Robots have been used on many fields as programmable machines for execution of 

preprogrammed tasks such as painting, welding, simple assembly task, etc. [7], [52]. In 

different fields of research, there have been  designed many systems  to interact with 

people; these systems can embody a robot (or an animated avatar) or not (the human 

interacts through speech or text entered at a keyboard) [52]. In recent years, robots with 

different appearances and functions have been used in education, medical diagnosis and 

treatments [53].  

The objective of this chapter is to develop a series of interactive applications to 

grant the NAO Robot the capabilities of: Teleoperation, facial and hand gestures 

recognition and expression of emotions. All of these applications were developed in Python 

and tested independently. 

NAO Robot Teleoperation 

Progress in robotic and telecommunications technologies has been significant lately 

[11]. Autonomous robots are generally designed to function remotely as possible and 

without the direct intervention of the user; often performing tasks in dangerous and hostile 

environments [52]. Usually, a wireless internet platform is used to control the robot. 

Internet platforms support the connection to the IP network via the mobile communication 

network (smart phones - tablets) or WIFI [54]. 
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Although in robotics, automation would be ideal, teleoperation is essential especially 

when robot is operating in a changing scenario. However, teleoperation has some problems 

due to time delay and sensory perception between the operator and the robot [55]. The 

operator cannot recognize the state of the robot and environment at the same moment, 

hence, sensors use becomes fundamental. 

To control and/or to Access the robot remotely, it was developed a tele-control system 

based on WWW technology. It communicates with a remote client via the client-server 

internet type using the Internet communication protocol TCP / IP. Components of this 

control system (Figure 13) include the HTTP Server on port 800, the Web Socket Server 

on port 8000 and Video Server on port 5003 

The Client Host can access to the control interface through the HTTP server. Real time 

video (frames from cameras) can be reachable into control interface or via Video Server 

directly. The Web Socket Server exchanges information with embedded socket client, this 

create a tunnel between the client host and the NAO Robot allowing to send control 

commands. Ports 22, 23 and 80 are reserved for services ssh, telnet and web page of NAO 

Robot respectively. A Python script controls each module. 
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Figure 13. Detailed structure of the teleoperation system. 

 

The communication can be established in three possible scenarios (Figure 14). The 

internal or LAN (Figure 14, box 1), in which the robot and the host are within the same 

network domain; the external or WAN-Internet in which the host and the robot are in 

different network domains, external communication may be with a Public IP address 

(Figure 14,box 2) or Private IP address (Figure 14, box 3). 

In scenarios 1 and 2 (Figure 14, box 1 & 2), the connection is established directly via 

the IP address and port. In the first case, the user can only access if the host is in the same 

domain (subnet) of the robot, whereas in the second one, the user can access from any host 

with Internet access. However, in the case of the scenario 3 (Figure 14, box 3), it is required 

to port forwarding the edge router to successfully establish the communication. 
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Figure 14. Tele-operation system architecture. (1) LAN, (2) WAN - Public IP and (3) WAN - Private IP. The 

cloud indicates a connection through the Internet. 

 

A client host can access web control interface (Figure 15) through one of the many 

web browsers (e.g. Google Chrome) by entering the IP address assigned to the robot and 

the port number 800 instead of Internet address (e.g. 192.168.1.21:800). In this case, the 

port number will always be 800; however, the IP address can be configured on the robot 

manually or via DHCP server. If using DHCP, the user may want to use a fixed DHCP 

assignment, thus, the server always will deliver the same IP address to the NAO Robot. 
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Figure 15. Control interface access. (1) NAO Robot’s IP address and port and (2) Web control interface 

Menu Button. 

 

By clicking on the menu button, the connection could be established by using the 

Connect button (Figure 16, box 1); then, all the commands to control the NAO Robot will 

be enabled. The connection can be closed using the Disconnect button (Figure 16, box 2). 

 

Figure 16. Menu window. (1) Connect button option and (2) Disconnect button option. 
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The Command button displays a list of all the commands available (Figure 17), the 

command is sent when clicking on. 

 

Figure 17. Commands list. 

 

Close the menu to access to the video mode, a new main window appears (Figure 18). 

The background shows real-time images from NAO Robot’s camera (Figure 18, box 1). 

Movement commands (Figure 18, box 2) allow forward-backward displacement and left-

right turns, head control commands (Figure 18, box 3) allow to move the head horizontally 

and vertically. The Chat (Figure 18, box 4) allows to send a text and synthesizes it through 

the audio output of the robot. Section Nao (Figure 18, box 5), allows visualizing messages 

to and from the robot to check its correct operation. 
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Figure 18. Control interface Main window. (1)Real Time images frames, (2) Body motion control, (3), Head 

motion control, (4) Chat box, (5) Messages Box (video link 1- 2). 

 

The most common scenario is the WAN with Private IP. In this case, there is an edge 

router, which is visible to outside (Figure 19). Commonly, SOHO (Small Office / Home 

Office) routers are used for standard home networking (networks that support between 1 

and 10 people). To configure the router port forwarding, the steps are the same; however, 

the Web user interface for managing could be different and depends on the router model. 

In this case, a NetGear WNR2000 is used. To access to the router Web interface, the router 

IP address (default IP if no changed) and security credentials (default if no changed) are 

needed. 

The first step is the configuration of the static DHCP, it allows to assign a unique 

fixed IP address to a specific device on the network (Figure 20); then the port forwarding 

can be set up. 

videos/Chapter%204%20-Figure%2018%20-%20Control%20interface%20Main%20window.avi
https://www.youtube.com/watch?v=lb7tdqEU3_0
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Figure 19. WAN access scenario. Remote site should be able to reach the Wan interface of the Edge router. 

 

 

Figure 20. Static DHCP configuration to assign the same IP address to NAO Robot. 
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To set up the Port forwarding, some elements need to be established: the external 

ports on which the router has to listen to connections (these ports must to be open), the 

internal ports used by the tele-control system and the IP address assigned to the robot from 

the DHCP server (Figure 21).  

 

 

Figure 21. Port forwarding configuration. (1) External Ports, (2) Internal Ports and (3) Robot IP Address. 

 

In the Internal IP address field, the assigned robot’s IP address is entered (Figure 

21, box 1). The internal TCP ports (Figure 21, box 2) used are: HTTP Server: 800, SSH 

and Telnet: 22-23, NAO Robot’s Web page: 80, FTP service: 20-21. Other ports 5003 and 

8000 used by the video socket server and Web server socket, respectively, these are in 

range of enabled ports in Ports section: 2000-65534. For external ports (Figure 21, box 3) 

can be used any free port number. However, it is possible to use the same internal port 
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number, as long as it is available. Finally, checking the WAN IP address of the edge router 

which can be reached from the outside (Figure 22). If the WAN IP address is dynamically 

assigned, it should be controlled periodically. 

 

 

Figure 22. Router WAN IP status. 

 

At this point, the NAO Robot can be acceded  from any  remote point that is able 

to reach the WAN interface of the edge router (Figure 19) ; either by routing or via Internet 

(public IP address in the router) (Figure 23) . 
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Figure 23. .Access to the NAO Robot from outside to the robot's local network. 

 

Face recognition. 

In Human-Robot Interaction (HRI), face detection provides very significant 

information for the interaction. Face detection is able to detect people faces through 

tracking the image by  various methods [56]. On the other hand, face recognition can be 

done by scanning a face and comparing the facial features with the imagines from a 

database [57]. 
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The NAO Robot has a vision API (application programming interface) 

ALFaceDetection which allows to the NAO Robot to detect, and optionally recognize 

faces [8]. The API analyzes the basic features and provides information about position and 

shape of the face. It also generates 31 landmarks (Table 6) for a face representation 

including the contour of the mouth, nose position, shape of each eyebrow and contour for 

each eye [58]. If the information provided by NAO Robot’s vision APIs is not enough, it 

could be used remotely in order to increase its performance by using an external tools 

software. 

Table 6. ALFaceDetection landmarks. 

Name #points 

Mouth  8 

Nose  3 

Eyebrow  3/3 

Eye  7/7 

 

On the other hand, Python OpenCV [59] contains many pre-trained classifiers as 

XML files for facial detection  (Figure 24), eyes, smile etc.; however, it is possible to train 

a new classifier for any object such as cars, planes etc. [59]. It is a “Haar feature-based 

cascade” type classifier witch is an effective object detection method [60]. In this approach, 

a machine learning is trained using a set of positive and negative images [59]. Features, are 

extracted from the image data and the level of similarity between two images can be 

evaluated based on distances between the images' corresponding features [61]. 
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Figure 24. Face detection test using real NAO and Open CV Haar feature-based cascade classifier . 

 

Additionally, NAO Robot has a Face Recognition module which provides to the 

robot the possibility not only to detect but also recognize people [8]. A learning stage is 

necessary to create the database. The database is stored in a specific directory on the robot; 

dedicated buttons in the video monitor allows to share, delete, export and import the 

database [8]. 

However, the NAO Robot’s Recognition module is not very robust and the 

detection success depends on the angle, rotation and distance of the face; furthermore, the 

database could be modified only during runtime (only on the real robot). Due to these 

limitations, a different approach has been adopted in this work, where the database is 

composed by a set of images sorted by names corresponding to people that NAO Robot 

may recognize. The face images are stored in a hierarchical tree structure (Figure 25). 

Unlike the original NAO’s database, using this approach make it possible to modify 
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elements by simply adding  images to the appropriate files (Figure 26); therefore, it is not 

necessary to do at runtime (the virtual robot can be used) and the images can be of different 

size. 

 

Figure 25. DataBase structure of images stored in a hierarchical tree structure. 

 

Figure 26. Face DataBase, of images of people that NAO may reconzine. 
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The standard image representation shows a problem because of its high 

dimensionality. For example a two-dimensional 100 × 100 grayscale image span a 10, 000 

dimensional vector space, so it requires a significant increase of the computational 

resources which are usually limited in an embedded system. Alternatively, the 

dimensionality of the data can be reduced by converting a set of correlated variables into a 

set of smaller, uncorrelated variables, therefore all the information will be represented with 

a smaller number of useful dimensions [62]. This procedure is called Principal 

Components Analysis (PCA). The aim of PCA is to describe the maximum amount of 

variance with as few principal components as possible [63].  

When a PCA is applied to face images, the eigenvalues and their corresponding 

eigenvectors are calculated [63]. These eigenvectors are designated as eigenfaces (Figure 

27). A distance measure for face recognition can be defined. This distance measure is 

defined between a template image in a training set and a given image in the test set [64].  

The Eigenfaces method corresponds mainly to the PCA analysis with a Nearest 

Neighbor model. Eigenfaces encode facial features as well as illumination in images [62] 

therefore, this method retains unwanted variations due to lighting and facial expression. 
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Figure 27. DataBase Eigenfaces, only 14 from 60 are showing Eigenfaces encode facial features and 

illumination. 

 

Unlikely for face recognition, the Discriminant Analysis (DA) or Fisherfaces 

method is frequently used. In this case, a model is trained with a class-specific 

transformation matrix to classify between person by analyzing the facial features [65]. 

However, Fisherfaces method (Figure 28) critically depends on the quality of input data. 

Thus, if only well-illuminated pictures are using to learn faces, the recognition scene must 

be well illuminated too; otherwise, this method will probably fail [62]. Nevertheless, it is 
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possible to improve total performance by using a PCA to reduce the dimension of the 

feature space and the standard DA for the classification task. 

 

Figure 28. DataBase Fisherfaces, only 14 from 60 are showing. The performance of the Fisherfaces heavily 

depends on the input data as well. 

 

A face recognizing  machine (Figure 29) was developed using Python. The database 

was composed by 261 images of three people which should be identified by the NAO 

Robot. Images were taken by the NAO Robot under natural conditions; that is to say, the 
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images were captured without the optimization of the illumination conditions (faces can 

show variation due to environment illumination changes, e.g. face alignment, facial 

expression, etc.). 

 

Figure 29. Classifier machine flow diagram.  Before training and testing the model, the images in which the 

faces are not detected are discarded. 

 

A simple reading function is used to load the images from all subfolders of a given 

database directory.  Each directory is assigned a unique label (integer) that corresponds to 

the name of the folder that contains the images of each person. The function returns the 

resized images and the corresponding classes. Before model creation, the faces should be 

detected and extracted from the images, the cascade method mentioned before was used. 

After this step, the faces data set was reduced to 228 images (Figure 30). Once the data set 

is ready, it can be used to define the model, to learn the faces and to generate predictions. 

In order to test the model, a completely different data set was used. From 126 images; 85 

faces were detected with a recognition success of 80% (Figure 31). 



 
42 

 

 

Figure 30. Data Set  used to model the Face-Recognizing machine. 
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Figure 31. Test Data Set used to test the Face-Recognizing machine. 
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Facial expression recognition. 

Facial emotion perception plays an important role in computational intelligence as 

well as in the cognitive and neuroscience fields [66]. Facial expressions recognition not 

necessarily allows to perceive human emotions, but it could be helpful to understand the 

human opinions and attitudes [67] or behaviors [5]; thus, facial expressions recognition 

constitutes a powerful tool that would greatly enhance the HRI [58].  

Facial expressions have a systematic, coherent and meaningful structure that can be 

mapped into affective dimensions, that is, they can be measured in one way or another [52]. 

The Facial Action Coding System (FACS) [3] is the most common method used for 

recognizing emotions [68]. FACS analyzes and codes the facial muscular activity as Action 

Units (AUs) [69]. AUs combination can be used to distinguish between facial emotions. 

However, other methods such as 2D (two dimensional) and/or 3D (three dimensional) face 

shape analysis has emerged in most recent years [70]. Facial features can be described by 

geometric shapes extracted from a set of points [71] that represent parts or regions of the 

face (eyes, mouth, etc.). All these methods generally are complemented with Support 

Vector Classifier (SVC) or Linear Discriminant Analysis (LDA) for classification tasks 

[72]. 
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The six basic facial expressions of emotion are anger, happiness, fear, surprise, disgust 

and sadness [3]. Unfortunately, the NAO Robot does not provide an API module to perform 

facial expressions recognition, the most relevant information that NAO Robot  can provide 

is the 31 facial mark point which can be analyzed to carry out the facial expressions 

recognition successfully.  

Using the same criteria as the Face recognition detailed in the previous section, a 

Facial Expression Recognizer was developed in order to provide to the NAO Robot the 

ability to interpret emotions and react to them. The expressions considered were: 

happiness, sadness and neutral; these three facial expressions have higher facial recognition 

rates than other emotions such as fear, angry and disgust. Neutral is not a basic facial 

expression but it was used as reference and surprise facial expression will be analyzed later. 

Unlike other procedures, in this case, the images were taken from the same person; 

however, in order to ensure greater accuracy, facial expressions were simulated by a theater 

actor (Figure 32). 

As the results show (Figure 33), successful recognition rates for the facial emotions is 

lower compared to Wolfram Mathematica based classifier (Appendix B); however, face 

detection efficiency is better, therefore both have same performance (Table 7). Recognition 

rates of Wolfram Mathematica based and Python based expression recognizers. 

Table 7. Recognition rates of Wolfram Mathematica based and Python based facial expression recognizers. 

Classifier type Face Happy Sad Neutral Total 

Mathematica 54% 92% 85% 90% 80% 

Python 71% 83% 71% 86% 77% 
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Figure 32. Facial expressions of Happy, Neutral and Sad used to model the Expression recognizermachine. 

Images were represented by an theater actor. 
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Figure 33. Facial expressions test Data Set used to test Facial expression recognizer machine. 

  

As mentioned previously , the NAO Robot generates 31 points for the face 

representation (Figure 34). Each point is represented by a pair of x and y coordinates [58]; 

whit this information, it is possible to reduce the computational cost (if trying within the 

NAO Robot) by adopting a simple geometric approach in order to recognize facial 

emotions. 
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Figure 34. Face Land Marks provided by NAO’s ALFaceDetection module. 

 

In order to increase the facial expression recognition rate, a geometric analysis of 

the contours of the mouth was carried out. For this, a discriminant characteristic for each 

of the facial expressions is identified. The first factor to analyze is the shape formed by the 
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outline of the mouth, When surprise is expressed, the mouth opens and the shaped figure 

resembles a circle (Figure 35, box 1), while for the other expressions  (neutral, happiness 

and sadness), the figure is more similar to an ellipse   (Figure 35, box 2, neutral & saddnes, 

and box 3, happiness). 

 

           

Figure 35. Mouth shape analysis: (1) Surprise, (2) Neutral-Sad and (3) Happy (video link 1- 2). 

videos/Chapter%204-Figure%2035-%20Mouth%20shape%20analysis.avi
https://www.youtube.com/watch?v=R3JK2xqYK1o
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The eccentricity (e) is a mathematical parameter used to measure how much a conic 

shape varies from being circular. (Figure 36). So, if e <= 0.5, it is most likely that the 

expressed emotion is surprise. 

The second discriminate factor used is based on the facial proportions. If we 

consider the facial symmetry of a neutral face [73]–[75], taking 4 of the 8 bilateral points 

(Figure 37) used in the estimation of horizontal and vertical asymmetry [73], it is possible 

to obtain enough information to determine if the mouth is featuring a smile; that is, 

expressing happiness. 

 

Figure 36. Analysis of the shape eccentricity. The eccentricity of a circle is zero, while the eccentricity of an 

ellipse is greater than zero and less than 1. 

 

When the facial expressions are neutral or sad, D5 decreases, then D2 / D5 tends to 

the maximum value (assumed when D5 = D2), whereas D5 / D1 decreases (Figure 38, box 

1). On the other hand, when the expression of happiness is manifested, the corners of the 

lips rise diagonally [76], making D5 to increase; thus, D5 / D1 tends to the maximum value 

(assumed when D5 = D1), while D2 / D5 decreases (Figure 38, box 2).  
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Figure 37. Bilateral point used for the calculation of facial proportions metrics. 
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Figure 38. Mouth-eyes symmetry ratios: (1) Neutral and (2) Happy. When happy is present, lip corners are 

raised diagonally. 
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If D5 is the distance between right-left mouth extreme points and the center of the 

mouth, it is possible to generalize the discriminant feature as follow: 

 

 

𝐻 =
𝐷5

𝐷1
−

𝐷2

𝐷5
 

 

𝑁 =
𝐷2

𝐷5
−

𝐷5

𝐷1
 

 
𝐷5 = 𝐷51 + 𝐷52 

 

𝐸𝑚𝑜𝑡𝑖𝑜𝑛 = {
𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝑜𝑟 𝑆𝑎𝑑 , 𝐻 < 𝑁

𝐻𝑎𝑝𝑝𝑦, 𝐻 ≥ 𝑁
 

(1) 

 

The last step is to differentiate between neutral and sad facial expression. This is 

perhaps  the most difficult task to perform,  in some cases people show a facial expression 

that does not necessarily represent the current state or emotion; so if distinguish  these two 

facial expressions can be challenging for humans, it is even more difficult for a robot 

When sadness is manifested (Figure 39), lip corners are pulled down [76] and the 

shape created by the union of the points NC-ML-MB-ML seems a triangle (Figure 39,box 

1); instead, the shape seems a quadrilateral when happiness or a neutral face is shown 

(Figure 39, box 3 and 2 respectively). To determine the figure, the contour shape is 

approximated to shape with less number of vertices depending upon the specified precision 

(3 for sad and 4 for neutral & happy). This can be done easily thanks to the OPENCV 

function "ApproxPolyDP" [59]. The accuracy parameter epsilon used is 0.02 * arcLength 

(shape perimeter). 
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The real-time test (Figure 40) gives an idea how this module will work when will 

used on the real robot. 

 

Figure 39. Mouth-nose shape analysis. (1) Sadness, the figure is a triangle, (2) Neutral and (3) Happiness, 

the figure is a quadrilateral (video link). 

 

videos/Chapter%204-Figure%2039-Mouth-nose%20shape%20analysis.avi
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Figure 40. Emotions Recognizer real time results. (1) Neutral, (2) Happy, (3) Surprise and (4) Sad. 
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Hand Gesture Recognition. 

Human gestures constitute a series of motion expressed using the body face and/or 

hands [77].  Gestures are used independently of cultural and linguistic origins and emerge 

in baby children even before language development [78]. Recent research has suggested 

that over 60% of communication is body language or nonverbal [79].  

Gestures and body movement play an important role in human communicative 

behavior, and these gestures can be directly related to the information flow of interactions 

[80]. Recognizing gestures is not a simple task; it involves many aspects such as motion 

modeling and analysis, pattern recognition and machine learning. [81]. 

The NAO Robot APIs provide a static object learning and recognition module 

which can be used to detect a pre-learnt object with its cameras [79]. It can be done by 

using the Video monitor panel included in the Aldebaran software package [8]. Once an 

object image is outlined, the information is sent to the detection database (Figure 41); the 

NAO Robot is able to detect similar objects from its video stream. However, the detection 

accuracy highly depends on the environment illumination and background color; 

moreover, this cannot be tested on a simulated robot unless it is done in a virtual world 

(WEBOTS simulator). 
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Figure 41. NAO's object recognition panel. Once an object image is outlined, the information is sent to the 

detection database. Object recognition feature works only within real NAO. 

 

To provide the possibility of controlling the robot with the hands, a gesture 

classifier machine was modeled. To reduce the complexity, it has been defined only five 

base gestures corresponding to the numbers from zero to five (Figure 42) that the NAO 

Robot may be able to recognize. The classifier was trained with a set of images 

corresponding to each base gesture. The sequential combination and defined movements, 

allow to generate new gestures. 
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Figure 42. Hand Fixed Gestures. These represent numbers from 0 to 5. 

 

The gesture classification process begins when a person is detected, similar to the 

face detection, a “Haar feature-based cascade” classifier is used, in this case, to detect the 

upper part of the body (Body UP)  instead of a face (Figure 43, box 1). Then the position 

of the person with respect to the center of the image is determined (Figure 43, box 2). If 

the person is more to the left, the half-right of the image is analyzed or vice versa. 
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Figure 43. Body up Detection using OpenCV Haar feature-based cascade classifier. If the person is more to 

the left, the half-right of the image is analyzed or vice versa.  
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To recognize the gestures, the hand should first be placed on the shoulders, 

approximately at the head height (Figure 44). In order to increase success possibility, a fast 

parallel analysis is carried up. The hand convexity defects and Hull are considered. 

OpenCV python APIs allow to perform this task easily. 

Once the hand is identified (Figure 45, box 1), a threshold is applied to discriminate colors 

that not corresponding to skin (colors were defined with an assessment type test and error). 

Then; by analyzing contours and areas, it is possible to detect hand contours (we assume 

that the hand has the greatest area) (Figure 45, box 2). 
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Figure 44. Hand position control. The ideal position of the hand is at the head height. 
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Figure 45. Hand detection. Threshold is applied to discriminate colors that not corresponding to skin (colors 

were defined with an assessment type test and error). 
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The hand convexity hull is defined by the extreme contours points in yellow (Figure 

46). Convexity defects relative to that hull are regions limited by extreme points and defects 

points in red, which are the local maximum deviations of the hull from the contours. The 

defect angle in blue can be used as classification parameter. These convexity defects offer 

a mechanism to characterize not only the hand itself, but also its state (e.g. number of open 

fingers) [82].  

 

 

Figure 46. Hand convexity defects and hull. Extreme contours points in yellow. Convexity defects in red. 

 

 

 



 
64 

Consider that a finger is open when θ is greater than 0 ° and less than 90 ° (Figure 

47), the number of open fingers can be defined as N + 1, where N represents the defects 

that satisfy the condition. A special case occurs when N = 0, here the number of open 

fingers could be 0 or 1 and it will be defined directly by the classifying machine. 

Additionally, the NAO Robot examines the sonar sensors to assist the gesture recognition. 

When it detects a person within a range of 1.5 meters, the sonar sensors will trigger its 

gesture recognition system (Figure 48). 

 

 

Figure 47. Fingers count. A finger in open when θ is grater 0° and less than 90°. the number of open fingers 

can be defined as N + 1, where N represents the defects that satisfy the condition (red points). 

 

The previous method described above considers only one hand, either right or left  

hand depending on the person position; however, it could be extended to the use of both 

hands when there is an appropriate distance (controlled by NAO Robot’s ultrasonic 

sensors) and position between robot and person. 
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Figure 48. Gesture recognition test using one hand. Most of false positives occurred when recognizing the 0 

and 1. 
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Figure 49. Gesture recognition test using both hands (video link). 

 

 

 

videos/Chapter%204-Figure%2049-Gesture%20recognition%20test%20.avi
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NAO Robot Expresses Emotions 

Humans can communicate verbally means by speech or nonverbally by facial 

expressions and body language [83]. Humans can express in a conscious or unconscious 

manner  additional information using a variety of emotional and social gestures and signals 

[84].   

In recent years, robots are being increasingly used in social environments, such as 

hospitals, schools or at home. When interacting with robots, people are mainly impressed 

by the robot’s appearance. “Non-interactive” robots can provide support for physical 

rehabilitation and medication delivery tasks, whereas “highly interactive” robots can 

provide more cognitive, affective and social support [85]. 

NAO Robot does not have the ability to display facial expressions as human because 

of its plain face. However, the emotions can be expressed using arms and hands movements 

and playing sounds [86]. NAO Robot has the ability to alter its body posture and thus show 

affective postures; additionally, it can show different colors in its eyes and this can help to 

strengthen the emotions being expressed [85]. 

Some body language movements for NAO Robot were preprogrammed using 

Choregraphe software;  it combines  different LEDs colors and sound allowing the robot 

to express emotion. The patterns are mimic from human body language in real life. 

Emotions that can be portrayed using NAO's body postures are sadness, happiness and 

surprise (Figure 50) the same expressions that the robot can identify in facial expressions. 

The goal of this program is to allow the NAO Robot to express feelings through body 

language. 
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The NAO Robot can express  happiness by clapping its hands, playing a baby’s 

laughing sound and turning its eyes green (Figure 50, box 2). To express sadness, the robot 

mimics the crying action, it plays a sound of a baby crying and turns its eyes red (Figure 

50, box 3). Finally, to express surprise, the NAO Robot moves its head and chest backward, 

it puts it arms open with straight forearms, its hands open, plays a ''WOW' sound and turns 

its eyes yellow (Figure 50, box 4). 
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Figure 50. NAO Robot’s  postures for expressing emotions. Neutral (1), Happiness (2), Sadness (3), Surprise 

(4). 
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Chapter 5  

EXPERIMENTAL RESULTS 

Until this moment, the NAO Robot is able recognize hand gestures, facial emotions 

and express feelings; however, each application controlled by a Python script was tested 

separately. The objective  of this chapter is to embed these modules into the Aldebaran 

Choregraphe environment.  

One way to directly execute python custom scripts within NAO's Choregraphe is 

by modifying a Box (or creating a new Script box) [8],  in this way, all processing is 

performed by the NAO Robot CPU. In addition, all additional libraries must be installed 

in the real robot, since in the virtual or simulated is not possible. 

An alternative way to embed external python modules within Choregraphe without 

spending excessively the resources of the NAO Robot CPU is through the "AlMemory" 

module available in the NAOqi. In this way, it is possible to remotely access all the robot 

variables with a simple read / write operation. The main advantages of this method are: the 

possibility of using a HOST with better  CPU performance to process large amounts of 

data, and the possibility of using the simulated (or virtual) robot, which allows testing and 

/ or changes quickly and safely. 

The "ALMemory" module allows you to get or set any variables in the NAO Robot 

memory such as sensors, angles, postures, etc. It also gives you the ability to create 

customized variables [8]. A variable can be read using the Python command "getData", 
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whereas the "InsertData" or "RaiseEvent" commands can be used to write within a 

variable (Figure 51). 

 

 

Figure 51. NAO’s memory access using python. (1) Writing a memory variable without handle an event. (2) 

Writing a memory variable with handled event. (3) Reading memory variable. 

 

Unlike to the insert data (Figure 51, box 1), the rise event (Figure 51, box 2), in 

addition to changing the value of the variable creates an event that notifies when the event 

value (variable) changes. Both of them create a new variable if is not present on memory. 

The variable value could be read any moment (Figure 51, box 3); however, rise event could 

be handled and used with a callback function (interruption). 
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The interactive process begins with the “Init” sequence. Here, pre-trained classifier 

machines are loaded (Figure 52). Then, if someone is present and its face is detected, the 

Facial expression analysis starts; only if the expresion is different from Neutral, the event 

"Emotion" is raised. After that, the gesture analysis is launched, when a predefined 

gesture is detected, “RightHand” and/or "LeftHand" event is invoked, otherwise, the 

sequence restarts. Finally, into Choregraphe those events can be monitored easily by 

adding to the Flow diagram Space the corresponding memory events (Figure 53).  

  

Figure 52. Flow diagram of the gestures and emotions controller module. 
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Figure 53.  Choregraphe memory events. 

 

To check if script is running properly, a small application in Choregraphe has been 

used (Figure 54). The aim is to make move the robot using a combination of hand gestures. 

A command initiates when "five" number is detected on left hand, then, right hand indicates 

the movement; with number "five", "four"," three" and "two", for Sit down, Stand up, Rest 

and Wakeup commands respectively. Numbers "one” and "zero" were not considered 

because of a lot of false positives. 
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Figure 54. Choregraphe test program. The NAO Robot is controlled using hands (video link). 

 

A complete test was developed during the Researchers' Night event at UNICAL 

University. Here, high school students from different local institutions participated in the 

activity "Programmare giocando" (program by playing) developed by the Department 

of Physics of the UNICAL university. As a part of this activity, students interacted with 

the NAO Robot.  

The NAO Robot was programmed to perform three specific tasks. For the first one 

"Vuoi gioccare con me?" (Would you like to play with me?), a test of Italian general 

culture was the first contact between the students and the robot (Figure 55). In this activity, 

the students had to answer some questions asked by the robot; the robot assessed whether 

the answers were correct or not. While the NAO Robot was speaking, it moved its arms to 

emphasize the conversation and to make it more pleasant. These movements were 

videos/Chapter%204-Figure%2054-%20Choregraphe%20test%20program_nao%20control%20using%20hands.avi
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controlled by an RBN (Appendix C). ). By the end of this activity, the students became 

familiar with the robot and therefore the environment was ready for the second activity. 

 

Figure 55. Quiz activity. The NAO Robot asked Italian general culture questions and assessed the answers 

from the students (video link). 

 

videos/Chapter%205-Figure%2055%20-Quiz%20activity.avi
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The second task "Come ti senti oggi?" (How do you feel today?), was related to 

emotions interpretation. In this activity, the robot reacted to the three facial expressions 

described previously (happiness, sadness and surprise) which were imitated by the 

students. The NAO Robot was able to recognize and express itself easily to the happiness 

and surprise facial expressions; however, the students found difficulties to imitate the sad 

facial expression. therefore, it was difficult for the robot to recognize it. In this case, the 

students had to accentuate their facial expressions in order to get a reaction from the NAO 

Robot (Figure 56). 

The last task for the robot was to recognize the hand gestures. In this activity "Batte i 

cinque" (Give me five) the robot had to imitate the movements and play the sound of some 

animals: duck, dog, cat, and horse in correspondence to the numbers 2, 3, 4 and 5 

respectively; the numbers were represented by the fingers (Figure 57). This was the most 

difficult task to do because of robot movement and image noise (presence of colors similar 

to the skin on the surroundings). In order to assist this activity and to ensure the correct 

hand position so it can be detected; the images captured by the robot were projected on a 

monitor in which a green box indicated the best location. Additionally, a white backdrop 

was used as background to improve the hand detection. 
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Figure 56.  Activity: How do you feel today? The NAO Robot was able to recognize facial expressions and 

express emotions. It was easy for the NAO Robot to recognize happiness and surprise, but not sadness (video 

link). 

 

videos/Chapter%205-Figure%2056-%20Activity%20How%20do%20you%20feel%20today.avi
videos/Chapter%205-Figure%2056-%20Activity%20How%20do%20you%20feel%20today.avi
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Figure 57. Activity: give me five!. The NAO Robot was able imitate the movements and play the sound of 

some animals: duck, dog, cat, and horse in correspondence to the numbers 2, 3, 4 and 5 respectively; the 

numbers were represented by the fingers. 
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Chapter 6  

CONCLUSIONS AND FUTURE WORK 

This project focused mainly on the development of a face recognition system, facial 

expressions and hand gestures for the NAO Robot and its integration into the Chroregraphe 

programming platform. This integration allowed to empower the NAO robot with essential 

HRI skills, making it a useful tool that it could be used by teachers in learning tasks or 

therapists in rehabilitation. Additionally, thankful to the telecontrol system, it can be easily 

operated from a remote site. 

Human-robot interaction is essential allowing a robot be part of human life, either by 

assisting with basic tasks or by solving practical problems. Additionally, Vision-based 

system provides to the robot the capability to “understand” and express emotions to 

maintain an engaging relationship with people. It does not only provides better 

performance in assisting humans, but it also might improve robot’s abilities to make 

decisions. 

NAO Robot on-board computing resources are limited which making it difficult to 

implement sophisticated computer vision analysis algorithms which are needed for 

advanced interactive tasks. However, by implementing remote computing (Cloud 

computing), only basic tasks such as reading sensors or motion control are performed by 

the NAO Robot’s CPU; other more complex tasks are carried out by a host wich has a 

better performance. 
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An interesting issue found during the experimental phase was the uncertainties during 

the facial expression recognition process by the robot; particularly it found difficulties to 

differentiate between neutral and sadness facial expressions. This, because some people 

might have naturally pronounced facial features related to some emotions or found it hard 

to mimic facial emotions (e.g. sadness); making it difficult to recognize or distinguish these 

two type of facial expressions not only by the machine but also by any human being. On 

the other hand, happiness and surprise were the facial features easier to simulate and 

therefore easier to be recognized by the robot.  

PCA and Discriminant Analysis (DA) have been proved to be one of the most 

successful techniques in face recognition. They require a controlled environment in order 

to obtain a high recognition rate [87]; however, in the application of HRI, the surrounding 

environment continually varies which decreases recognition performance. 

In future, is expected to increase facial expression recognition performance by 

carrying out an eyes & eyebrows geometrical analysis; in addition it will be increased the 

number of facial emotions that to be recognized and expressed by the NAO Robot.  
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APPENDICES 

Appendix A 

Running Python script on the robot 

 

The NAO Robot needs to run some applications automatically at NAOqi startup. 

NAO’s Choregraphe allows easily to install within the robot the applications using the 

"Package and install" button (Figure 58, box 1), the applications can be configured to run 

automatically using the “Default” button (Figure 58, box 2). However, to install and run a 

pure Python script, it requires an approach slightly different. 

 

 

Figure 58. NAO Robot applications window. (1) Package and install button and (2) Default button. 
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For example, in order to launch automatically the WWW Tele-control application 

within NAO Robot; all files have to be transferred to the robot via FTP (File Transfer 

Protocol) program e.g. Filezilla (Figure 59). On the quickconnect bar (Figure 59, Box 1), 

the follow information should be entered: the IP address of the NAO Robot into HOST: 

field, the username “nao” into the Username: field as well as the password “nao” into the 

Password: field and port 22 into Port: field.  

 

 

Figure 59. FTP file transfer. (1). Quick connect bar, (2) Local pane and (3) Remote pane. 
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Into the Navigating layout are located all files. The left column (Figure 59, Box 2) 

displays files and directories locally. The right column (Figure 59, Box 3) displays files 

and directories into NAO Robot. Both columns have on top a structure as directory and a 

detailed list of the contents of the selected directory at bottom. It is easily browse between 

this two trees and lists by clicking around like in any other file manager [88]. Finally, drag 

the folder with the project from left to right; this action can be done in both directions. 

The next step is to run the scripts that control all functions through a SSH software 

like PUTTY (Figure 60). To establish communication login credentials must be provided, 

the user name and default password are "nao". In addition, you must log in as root using 

the command "su" and the root password "root". 

Then, navigate to python scripts directory by using the command "cd /absolute/path/ 

to/reach/the/source/folder". At this point, the command "python name_of _script.py" is 

used to run the script. It will be necessary to repeat the ssh session for video, WebSocket 

and HTTP servers (Figure 61). Finally, to set scripts as default run, the 

“/home/nao/naoqi/preferences/autoload.ini” file must be edited using the command 

“nano” and adding the Python scripts paths (Figure 62). 
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Figure 60. SSH communication. (1) NAO Robot’s IP address and port. (2) Connect button. 
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Figure 61. Execution of the Python script using ssh. (1) Video server. (2) Web Socket Server and (3) HTTP 

server.  
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Figure 62. Edit “autoload.ini” file to running automatically Python sripts at NAOqi startup. Use “nano” 

command and “CTL+X” then “S” to save. 
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Appendix B 

Mathematica based emotion classifier  

The Wolfram Language includes a wide range of integrated machine learning 

capabilities, it provides highly automated functions for Prediction and Classification [89]. 

These functions  allow different data types manipulation including numerical, categorical 

time series, textual and images. 

A machine for classifying facial emotions (sad, happy, neutral) was implemented. 

Mathematica built in functions allow to create a classifier machine so easy and fast. 

Practically, the classifier machine keeps the follow sequence (Figure 29): first, image 

dataset is loaded, before training, face detection is performed, only if face is detected, the 

image is included in data set. Then, the new data is used in the training stage. Now, a new 

set of images is used to test the classifier,  before  test stage, face detection is performed 

again. 

From 429 images used for training (Dataset) and the 281 images used to for data 

test (TestData), after face detection stage, the number of images of Dataset was reduced to 

234 (Figure 63) and  the TestData to 158 (Figure 64), a reducttion of  about 54 % of the 

faces. With this new set of data, the rate of emotions recognition was about 90%; happiness 

had a recognition succes rate of 92%, sadness of 85% and neutral expression of 90%.  
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Figure 63. Mathematica emotions Data set images used to model the emotions classifier. 
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Figure 64. Mathematica emotions Test Data images used to test the emotions classifier. 
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Appendix C 

Random pattern generator using Boolean networks 

Boolean networks are qualitative descriptors of gene regulatory and dynamic 

models [90]. Random Boolean Networks (RBNs) are the simplest and most widely 

studied model [91], were introduced by Kauffman in 1969 [92] as a model for gene 

regulation. They are also known as N−K models, or Kauffman networks [93]. 

A Boolean network is a pair N = (V, F), where V = {v1,...,vn} is a finite set of 

nodes (or genes) and F = {f1,...,fn} is a corresponding set of Boolean functions or 

regulation functions [92], one for each variable. These transition functions map a Boolean 

input (variables in V) to a Boolean value 0 or 1 [90]. A BN is usually represented by a 

graph with two types of edges (Figure 65, box 1), which are positive and negative, in which 

v1 —→ v2 means that v1
t positively takes part in the regulation function for v2

t+1 and v1 —

–| v2 means that v1
t negatively takes part in the regulation function for v2

t+1[94]. 

 

Figure 65. Boolean network. (1) Inputs diagram and (2) Boolean functions. 
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The nodes in classic RBNs are synchronous, the next state of nodes at time t+1 

depend on the current state of nodes at time t so that all nodes “march in step”[93]. Random 

Boolean networks have been applied and used as models in many different areas, such as 

evolutionary theory, mathematics, sociology, neural networks, robotics, and music 

generation [93]. In this way, BNs can be used as robot program. The robot dynamics can 

be described in terms of trajectories (or motions) in a space of discrete states, allowing to 

design the robot program by directly exploiting the dynamical characteristics of BNs [95]. 

A complex network that represents the functional brain network was used to control 

NAO Robot’s arm motions. The network was mapped using Diffusion MRI techniques 

[96], [97]. It is composed by 83 nodes corresponding to large-scale cortical and subcortical 

regions (Figure 66) extracted from the Lausanne atlas [98]. 

The successive state of a node in the network depends on state of linked nodes, if 

the number of enabled nodes is in the range [a b], the node will be enabled (Figure 67, box 

1), otherwise will be disabled (Figure 67, box 2). 
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Figure 66. Structural connectivity of brain network with diffusion MRI. The network of structural 

connectivity across the entire is composed of 83 nodes corresponding to large-scale cortical and subcortical 

regions.  
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Figure 67. Network dynamics function. When the number of linked active nodes is between [4 5], the current 

node is activated (1), otherwise is deactivated (2). 

 

The evolution matrix that represents the Dynamics of the RBN under random initial 

state (conditions) is used as pattern generator for the NAO Robot. Before extracting two 

vectors randomly, nodes that are all enabled or all disabled after 300 steps are rejected from 

the evolution matrix (Figure 68). 

The evolution matrix is used as motion pattern generator, the pair of extracted 

vectors could be directly encoded e.g. as "00","01", "10" and "11" to drive robot arms to 

angles 0°, 50°, 40° and 60° respectively (Figure 69). The motion control is constrained by 

the NAOqi angle interpolation commad. 
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Figure 68. Dynamics of the brain network after 300 steps. (a) Evolution Matrix. (b) Extracted vectors. 
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Figure 69. Arm LShoulderPitch angle control using a RBN. (a) 0°, (b) 50°, (c) 40° and (d) 60° (Video link). 

videos/nao.mp4

